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Section 1
Introduction to Course
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Course Logistics

Section 1.1

» The course webpage is

>

>

http:/ /www.astro.caltech.edu/~golwala/ph125ab/

Much of the material will be linked from the course Moodle page, which you
can access from the above page or directly via

https://courses.caltech.edu

A password for the Ph125a page will be provided in class; you can also obtain it
from your classmates, the TAs, or myself. All course logistics and assignments
will be announced via the Moodle page. You will find a listing of the course
syllabus, problem sets, and solutions there. There is also a weekly homework
survey. It would be very beneficial (to me and you) if you could fill out the
survey regularly. Especially important is the “News Forum”, via which | will
make course announcements that | believe you will receive automatically via
email once you have logged in to the course page. This is the first time Moodle
is in widespread use at Caltech, and the first time | am using it, so please bear
with me as | figure it out.

Comments on the course (or the Moodle page) via the Moodle website are
welcome and encouraged. Unfortunately, such comments are not anonymous, so
please use campus mail to one of my mailboxes if anonymity is desired.

Text: Shankar, lecture notes. Many other nice texts are available, choose a
different one if you don't like Shankar. See the course reserve list.

Syllabus: Detailed syllabus on web. Stay on top of it!

Introduction to Course: Course Logistics
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Course

»

Section 1.1

Logistics (cont.)

Problem sets: one per week, 4-6 problems. Posted via web site. Due date:
Tuesday, 4 pm. Problem sets will be much easier to complete in a reasonable
amount of time if you stay on top of lectures and clarify any confusion on
material before you begin the problem set. Solutions posted on web shortly after
set is due, graded sets handed back by end of following week. Keep a copy of
your problem sets if you want to check your work against the solutions promptly
(waiting 1.5 weeks is a bad idea...).

Grading: 1/3 problem sets (weekly), 1/3 midterm, 1/3 final. (No problem set
during week that midterm is due.)

Exams: each will be 4 hours, 4-6 problems, take home, 1 week lead time.
Should only take 2 hours.

Class attendance: not mandatory. If you don't find it useful, then don’'t come.
The lecture notes will be posted online promptly. But please make the decision
based on a careful evaluation of whether you find lecture useful, not on your
sleep schedule or time pressure from other classes. And, most importantly, do
not think that, just because all the course material is available online, you can
catch up the night before the problem set or exam is due and do well. If you
don't attend class, be disciplined about doing the reading and following the
lecture notes.

Office hours: | will hold an evening office hour the night before problem sets are
due. | strongly prefer Monday night 7-9 pm. There will be a TA office hour also.

TAs will be primarily responsible for solution sets and grading. They will rotate
through the TA office hour.

Introduction to Course: Course Logistics Page 10



Course Material

In this course, you will learn to attack basic quantum mechanical problems
from scratch and arrive at full solutions that can be tested by experiment. You
will see much material that is familiar to you from Ph2/12, but we will cover
that material more deeply and with a more formal foundation that will provide
you the tools to attack new problems, whether in other courses or in research.

Section 1.2 Introduction to Course: Course Material Page 11



Course Material (cont.)

Prerequisites

Physics:

Section 1.2

» Quantum mechanics: None required, in principle. While most students taking

this course will have had a course in quantum mechanics before at the level of
Ph 2/12, we develop all concepts from scratch and do not require that you
recall results from a previous course. However, because we take a formal,
systematic approach, basic familiarity with quantum mechanics at the level of
Ph 2/12 will be helpful in motivating various parts of the course — essentially,
in seeing where we are going. If you have never had a QM course before at the
level of Ph 2/12, you will have to judge for yourself whether you are ready for
this course or not.

Classical mechanics: Nothing more than Phla-level classical mechanics is
required. Where we need more sophisticated concepts, we will provide the
necessary background material. Knowledge of Hamiltonian mechanics will help
in motivating some of the concepts we deal with, but is not necessary and will
not be assumed.

Introduction to Course: Course Material
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Course Material (cont.)

Mathematics:

>

Section 1.2

Multivariate differential and integral calculus in cartesian and non-cartesian
(cylindrical and spherical) coordinate systems at the level of Phlabc.

Vectors and vector operations at the level of Phlabc.

Methods for solving first- and second-order linear ordinary differential equations
at the level of Phlabc (exponentials and simple harmonic oscillators).

We will use separation of variables to solve first- and second-order linear partial
differential equations, but we will not assume you already know how.

Linear algebra: We do not assume any prior knowledge of linear algebra aside
from matrix multiplication and systems of linear equations (essentially,
high-school algebra) along with glancing familiarity with concepts like
orthogonal and symmetric matrices. We will develop the necessary more
sophisticated concepts here. However, you must quickly become adept in linear
algebra because it is the language of quantum mechanics. Linear algebra must
become second nature to you.

Key point: Mathematics is the language of physics. You must be competent in
above basic mathematical physics in order to understand the material in this
course. Intuition is important, but few can succeed in physics without learning
to formalize that intuition into mathematical concepts and calculate with it.

Introduction to Course: Course Material
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Course Material (cont.)

Topics to be covered:

Section 1.2

Mathematical foundations for QM.

Fundamental postulates of QM: our framework for how we discuss states,
physical observables, and interpret quantum states.

Simple one-dimension problems — building your intuition with
piecewise-constant potentials.

Harmonic Oscillator — the archetypal QM problem.

Commutations and uncertainty relations — how the noncommutativity of the
operators for physical observables results in minimum uncertainties when
performing noncommuting measurements.

Multiparticle systems: Fock product spaces, treatment of systems of identical
particles (symmetry/antisymmetry of states).

Approximate methods for problems without exact solutions: WKB
approximation, variational method.

Classical rotations in three spatial dimensions; tensors.

Symmetries: esp. how symmetries of the Hamiltonian determine conserved
observables.

Coordinate angular momentum. How to use the angular momentum observables

to classify 3D states.

Introduction to Course: Course Material
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Course Material (cont.)

Section 1.2

Formalism for spin angular momentum.

Addition of angular momentum: how to decompose a product of two different
angular momenta into a set of single system angular momenta.

Time-independent perturbation theory: How to approach problems in which the
Hamiltonian contains small noncommuting terms.

Hydrogen atom, including perturbations.

Connections to classical mechanics: classical limits, symmetries, Hamiltonian
formalism, Hamilton-Jacobi equation.

Introduction to Course: Course Material
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Section 2
Postulates of Quantum Mechanics
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Summary

1 The state of a particle is represented by a vector in a Hilbert space.

2 The fundamental state variables x and p of classical mechanics are
replaced by Hermitian operators X and P whose matrix elements
are well specified in a Hilbert space basis consisting of position
eigenstates (states with perfectly defined position x). Any derived
dynamical variables w(x, p) are replaced by operators Q defined by
the above correspondence.

3 Measurement of any classical variable w(x, p) for a quantum state
yields only the eigenvalues of the corresponding operator 2, with
the probability of obtaining the eigenvalue w given by the squared
norm of the projection of the state onto the eigenstate
corresponding to w.

4 The state vector evolves according to the Schrodinger equation.

Section 2.1 Postulates of Quantum Mechanics: Summary Page 17



Postulate 1: Representation of Particle States

The state of a particle is represented by a vector |i(t)) in a Hilbert space.

What do we mean by this?

We shall define Hilbert space and vectors therein rigorously later; it suffices to say for
now that a vector in a Hilbert space is a far more complicated thing than the two
numbers x and p that would define the classical state of a particle; the vector is an
infinite set of numbers.

The only useful immediate inference we can draw from this statement on its own,
based on the definition of Hilbert space and vector, is that states can be combined
linearly. This is interesting, as there is no classical analogue to linear combination of
states; for example, if a classical particle only has access to classical state 1 with phase
space coordinates (xi, p1) and classical state 2 with (x2, p2), the particle can only be
in one or the other; there is no way to “combine” the two states. Another way of
saying this is that quantum mechanics provides for “superposition” of states in a way
that classical mechanics does not. But, while interesting, it is not clear what this
means or what the experimental implications might be.

Section 2.2 Postulates of Quantum Mechanics: Postulate 1: Representation of Particle States Page 18



Postulate 1: Representation of Particle States (cont.)

The state of a particle is represented by a vector |¢(t)) in a Hilbert space.

We will see below that Postulates 1 and 3 give rise to the interpretation of the state
vector as an object that gives the probability of measuring a particular value for a
particular classical observable, depending on what Hilbert space basis the vector is
written in terms of. Typically, |¢) is written in terms of the position basis (a set of
Hilbert space vectors with well-defined particle position), in which case [¢) will give
the probability of finding the particle at a given position.

Section 2.2 Postulates of Quantum Mechanics: Postulate 1: Representation of Particle States Page 19



Postulate 2: Correspondence for Classical Variables

The independent variables x and p that describe completely the state of a
particle in classical mechanics are represented by Hermitian operators X and P
in the Hilbert space of states, with X and P having the following matrix
elements when using the position basis for the Hilbert space:

(xIX [x") = x6 (x — x') <X|P|x'):fihdix5(xfx') (2.1)

We know x and p completely define the classical state of a particle because Newton's
Second Law is a second-order differential equation: once x and its first derivative (via
p) are specified at an instant in time, all higher-order derivatives are specified.

Section 2.3 Postulates of Quantum Mechanics: Postulate 2: Correspondence for Classical Variables Page 20



Postulate 2: Correspondence for Classical Variables (cont.)

The independent variables x and p that describe completely the state of a
particle in classical mechanics are represented by Hermitian operators X and P
in the Hilbert space of states, with X and P having the following matrix
elements when using the position basis for the Hilbert space:

(x|X|x") =x6 (x — x") <X|P\X/>:—ihdixé (x —x") (2.2)

That is: Pick a basis for the Hilbert space of states that consists of position
eigenstates, states that have definite, perfectly defined position. These of course may
not be eigenstates of the Hamiltonian and thus may not have definite energy, but we
don't care; we don't know about the Hamiltonian yet or the intepretation of its
eigenstates. Then, everywhere we see in classical mechanics the position variable x,
we replace it with the operator X whose matrix elements are defined as above for any
pair of position basis states. This statement is almost a tautology: pick position basis
states; then define the X operator such that the position basis states {|x )} are
orthogonal eigenstates of the X operator with eigenvalues {x§(0)}.?

a . . . . . .
We will define and discuss in detail § functions later.

Section 2.3 Postulates of Quantum Mechanics: Postulate 2: Correspondence for Classical Variables Page 21



Postulate 2: Correspondence for Classical Variables (cont.)

The independent variables x and p that describe completely the state of a
particle in classical mechanics are represented by Hermitian operators X and P
in the Hilbert space of states, with X and P having the following matrix
elements when using the position basis for the Hilbert space:

(x|X[x") =x6 (x — x) (X|P\X'>=—ihdix(5 (x —x") (2.3)

Why operators? Why are the operators fully specified by matrix elements? Why
Hermitian?

We posit that classical variables are replaced by operators because, given the Hilbert
space of particle states, the only way to extract real numbers corresponding to
classical variables is to assume that there are operators that map from the Hilbert
space to itself; such operators are completely specified by their matrix elements
between pairs of states in the Hilbert space, and those matrix elements provide the
necessary numbers. Why the operators must be Hermitian will be seen in Postulate 3.

Why can we not posit a simpler correspondence, that the operators X and P simply
map from the Hilbert space to the real numbers? Because such a framework would
just be classical mechanics, for we would be able to assign a specific value of x and p
to each state |[¢p) via x = X |¢) and p= P|¢).

Section 2.3 Postulates of Quantum Mechanics: Postulate 2: Correspondence for Classical Variables Page 22



Postulate 2: Correspondence for Classical Variables (cont.)

Any arbitrary classical dynamical variable w(x, p) has a corresponding
Hermitian operator

QX,P)=w(x— X,p— P) (2.4)
where we simply replace x and p in w with X and P to obtain Q(X, P).

This is a fairly obvious extension of the first part of this postulate. It is predicated on
the fact that any classical variable w must be a function of x and p because x and p
completely define the classical particle state. Since we have above specified a
correspondence rule for x and p, this statement carries that rule through to all
classical variables.?

a . A . .
We shall consider later the complication that arises when w includes products of x and p; because X and P
are non-commuting operators, some thought must be put into how to order X and P in the correspondence.

Section 2.3 Postulates of Quantum Mechanics: Postulate 2: Correspondence for Classical Variables Page 23



Postulate 3: Results of Measurements of Classical Variables

Let {|w)} denote the set of eigenstates of the Hermitian operator with
eigenvalues w. If a particle is in an arbitrary state |¢), then measurement of
the variable corresponding to the operator Q will yield only the eigenvalues {w}
of Q. The measurement will yield the particular value w for that variable with
relative probability P(w) = |{w [¢)|* and the system will change from state |4/ )
to state |w ) as a result of the measurement being made.

This postulate puts physical meaning to postulates 1 and 2. Those postulates say how
we define the particle state and what we replace our classical variables with. This
postulate tells us how those operators extract information from the states.

This postulate hinges on the mathematical statement that any valid physical variable
operator Q has eigenstates with eigenvalues. This is just a mathematical result of the
assumptions that the states live in a Hilbert space and that the operators Q must be
Hermitian.

At a conceptual level, the postulate means that measurement of a physical quantity is
the action of the corresponding operator on the state.

Section 2.4 Postulates of Quantum Mechanics: Postulate 3: Results of Measurements of Classical Variables Page 24



Postulate 3: Results of Measurements of Classical Variables (cont.)

Let {|w)} denote the set of eigenstates of the Hermitian operator with
eigenvalues w. If a particle is in an arbitrary state |1 ), then measurement of
the variable corresponding to the operator Q will yield only the eigenvalues {w}
of Q. The measurement will yield the particular value w for that variable with
relative probability P(w) = |{w |1 )|* and the system will change from state |¢))
to state |w ) as a result of the measurement being made.

But let’s break the statement down carefully:

1 The eigenvalues of Q are the only values the measured quantity may take on.

2 The measurement outcome is fundamentally probabilistic, and the relative
probability? of a particular allowed outcome w is given by finding the projection
of |1 ) onto the corresponding eigenstate |w). This of course implies that, if
|1 ) is an eigenstate of €, then the measurement will always yield the
corresponding eigenvalue.

3 The measurement process itself changes the state of the particle to the
eigenstate |w ) corresponding to the measurement outcome w.

aBy relative probability, we simply mean that the ratio of the probabilities of two outcomes is given by
P(w1)/P(ws) = [{(w1 | )| / |{w2 |¥ }|?. The absolute probability of a particular outcome requires a
normalizing factor that sums over all possible measurement outcomes, to be discussed later.

Section 2.4 Postulates of Quantum Mechanics: Postulate 3: Results of Measurements of Classical Variables Page 25



Postulate 3: Results of Measurements of Classical Variables (cont.)

Let {|w )} denote the set of eigenstates of the Hermitian operator with
eigenvalues w. If a particle is in an arbitrary state [¢) ), then measurement of
the variable corresponding to the operator Q will yield only the eigenvalues {w}
of Q. The measurement will yield the particular value w for that variable with
relative probability P(w) = |{w [¢)|* and the system will change from state |4)
to state |w ) as a result of the measurement being made.

The above points are far more than mathematics: they make assumptions about the
relationship between physical measurements and the mathematical concepts of
eigenstates and eigenvectors.

One could have assumed something simpler: that the measurement outcome is not
probabilistic, but is rather the weighted mean of the eigenvalues with |{w |1/ )|?
providing the weighting factors; and that the act of measurement does not change
[ ). But this would be very similar to classical mechanics.

The assumptions we have chosen to make are the physical content of quantum
mechanics and are what distinguish it from classical mechanics.

Section 2.4 Postulates of Quantum Mechanics: Postulate 3: Results of Measurements of Classical Variables Page 26



Postulate 4: Time Evolution of States

The time evolution of the state vector |¢)(t)) is governed by the Schrédinger
equation

. d
ihw(t)) = HIg(t)) (2.5)

where H(X, P) is the operator obtained from the classical Hamiltonian H(x, p)
via the correspondence x — X and p — P.

This statement requires little motivation at a general level: clearly, there must be
some time evolution of |1 ) in order for there to be any interesting physics.

There is of course the technical question: why this particular form? One can, to some
extent, derive the Schrédinger Equation in various ways, but those methods rely on
assumptions, too.? Those assumptions may be more intellectually satisfying than
simply postulating the Schrédinger Equation, but they provide no definite proof
because they simply rely on different assumptions. Experiment provides the ultimate
proof that this form is valid.

a . R . . .
We shall discuss some of these derivations later when we connect quantum mechanics to classical mechanics
at a technical level.

Section 2.5 Postulates of Quantum Mechanics: Postulate 4: Time Evolution'of States Page 27
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Prologue

We require a fair amount of mathematical machinery to discuss quantum mechanics:

Section 3.1

We must define the space that particle states live in.

We must define what we mean by the operators that act on those states and
give us physical observable quantities.

We must explore the properties of these operators, primarily those properties
that relate to Postulate 3, which says that an operator’s eigenvalues are the only
physically observable values for the associated physical variable.

We must understand how states are normalized because of the important
relation between the state vector and the relative probabilities of obtaining the
spectrum of observable values for a given operator.

We must also explore the operator analogues of symmetry transformations in
classical mechanics; while these do not correspond to physical observables
directly, we will see that they are generated by physical observables.

Mathematical Preliminaries: Prologue Page 30



Prologue (cont.)

Why so much math? Well, in classical mechanics, we just deal with real numbers and
functions of real numbers. You have been working with these objects for many years,
have grown accustomed to them, and have good intuition for them. Being Caltech
undergrads, calculus is a second language to you. So, in classical mechanics, you could
largely rely on your existing mathematical base, with the addition of a few specific
ideas like the calculus of variations, symmetry transformations, and tensors.

In QM, our postulates immediately introduce new mathematical concepts that, while
having some relation to the 3D real vector space you are familiar with, are significant
generalizations thereof. If we taught Hilbert spaces and operators from kindergarten,
this would all be second nature to you. But we don't, so you now have to learn all of
this math very quickly in order to begin to do QM.

Section 3.1 Mathematical Preliminaries: Prologue Page 31



Linear Vector Spaces: Definitions

Let us first discuss the idea of a linear vector space. A linear vector space VV is a set
of objects (called vectors, denoted by |v)) and another associated set of objects called

scalars (collectively known as a field), along with the following set of rules:

Section 3.2

» The vectors have an addition operation (vector addition), +, that is closed,

meaning that, for any |v) and |w) there exists a |u) in the vector space such
that |u) =|v) + |w).

We may also write the sum as |v + w ).

In defining the set of vectors that make up the vector space, one must also
specify how addition works at an algorithmic level: when you add a particular
|[v) and |w), how do you know what |u) is?

Vector addition is associative: (|v) + |w)) 4+ |u) =|v)+ (J]w) + |u)) for all
|u), |v), and |w).

Vector addition is commutative: |v) + |w) = |w) + |v) for any |v) and |w).

There is a unique vector additive zero or null or identity vector |0):
[v)+10) =|v) for any |v).

Every vector has a unique vector additive inverse vector: for every |v) there

exists a unique vector —|v) in the vector space such that |[v) + (—|v)) = [0).

Mathematical Preliminaries: Linear Vector Spaces
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Linear Vector Spaces: Definitions (cont.)

Section 3.2

vVVvyyvVyy

vVvyvyyvyy

The scalars have an addition operation (scalar addition), 4+, that is closed, so
that a + b belongs to the scalar field if a and b do. The addition table must be
specified.

Scalar addition is associative: a+ (b+ ¢) = (a+ b) + ¢ for any a, b, and c.
Scalar addition is commutative: a+ b = b+ a for any a, b.

A unique scalar additive identity 0 exists: a+ 0 = a for any a.

For any a, a unique scalar additive inverse —a exists with a4 (—a) = 0.

The scalars have a multiplication operation (scalar multiplication) that is closed
so that the product a b belongs to the scalar field if a and b do. The
multiplication table must be specified.

Scalar multiplication is associative, a(bc) = (ab)c.

Scalar multiplication is commutative, ab = ba.

A unique scalar multiplication identity 1 exists: 1a = a for all a.

For any a # 0, a unique scalar multiplicative inverse a~! exists with aa—! = 1.

Scalar multiplication is distributive over scalar addition: a(b+c)=ab+ ac.

Mathematical Preliminaries: Linear Vector Spaces Page 33



Linear Vector Spaces: Definitions (cont.)

» There is a multiplication operation between vectors and scalars (scalar-vector
multiplication) that is closed: For any vector |v) and any scalar «, the quantity
alv) is a member of the vector space.

We may also write the product as |av ).
Again, one must specify how this multiplication works at an algorithmic level.

P Scalar-vector multiplication is distributive in the obvious way over addition in
the vector space: a(|v) + |w)) =alv) + a|lw)

P Scalar-vector multiplication is distributive in the obvious way over addition in
the field: (a+8)|v) =a|v) + B|v)
P Scalar-vector multiplication is associative in the obvious way over multiplication
in the field: a(8|v)) = (aB)|v)
Any vector of the form

lu) =alv) + Blw)

is called a linear combination and belongs in the space according to the above rules.

Section 3.2 Mathematical Preliminaries: Linear Vector Spaces Page 34



Linear Vector Spaces: Definitions (cont.)

Shankar makes fewer assumptions than we do here and states that many of the
properties of the scalar field we have assumed can in fact be derived. We choose to
assume them because: a) the above assumptions are the standard mathematical
definition of a field; and b) if one does not assume the above properties, one has to
make some assumptions about how non-trivial the field arithmetic rules are in order to
derive them. It's easier, and less prone to criticism by mathematicians, if we do as
above rather than as Shankar.

Section 3.2 Mathematical Preliminaries: Linear Vector Spaces Page 35



Linear Vector Spaces: Definitions (cont.)

There are a few items that one needs to prove, though:

» The scalar addition identity O is consistent with the vector addition identity:
0lv) =0)

Proof: Olv) + a|v) = (0+ a)|v) = al|v). Since [0) + a|v) = a|v) already,
and the identity element is unique, it holds that O|v) = |0).

» Scalar-vector multiplication against the vector addition identity yields the
obvious result «|0) =|0)

Proof. a|0) + a|v) =a(|0) 4+ |v)) = a|v). Since |0) + a|v) = a|v) already,
and the identity element is unique, it holds that «|0) = |0).

» The scalar multiplicative identity is the identity for scalar-vector multiplication
also: 1jv) =|v)

Proof: a|v) = (la)|v) = 1(a|v)); « is arbitrary, so it holds for any |v) that

lv)=1lv)
P> Vector additive inverses are consistent with scalar additive inverses:
(=D lv)=-Iv)

Proof: (—1)|v)+|v) =(—1+1)|v) =0|v) =10). Since inverses are unique,
it holds that (—1) |v) = —|v).

Section 3.2 Mathematical Preliminaries: Linear Vector Spaces Page 36



Linear Vector Spaces: Examples

Example 3.1: Real vectors in N spatial dimensions, also known as R"

You are used to seeing real vectors in 3, and perhaps N, spatial dimensions, defined by
the ordered triple

v
v) < | v
v3

where the {v;} are all real numbers (the reason for using < instead of = will become
clear in Example 3.4). The vector addition and scalar-vector multiplication algorithms

are
Vi wi Vi +wy
V)+lw)—=| va [+] m |=| vwt+twm
v3 w3 vz + w3
vi awv
alvy ca | vo | =] aw
v3 avs

Section 3.2 Mathematical Preliminaries: Linear Vector Spaces Page 37



Linear Vector Spaces: Examples (cont.)

Scalar addition and multiplication are just standard addition and multiplication of real
numbers. All these operations are closed — i.e., give back elements of the vector
space — simply because addition and multiplication of real numbers is closed and
because none of the operations change the “triplet” nature of the objects. Extension
to N spatial dimensions is obvious. You should carry this example in your head as an
intuitive representation of a linear vector space.
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Linear Vector Spaces: Examples (cont.)

Example 3.2: Complex vectors in N spatial dimensions, also known as C"

Making our first stab at abstraction beyond your experience, let's consider complex
vectors in N spatial dimensions. This consists of all ordered N-tuples

7]
lv) <

Zn

where the {z;} are complex numbers, along with the same vector addition and
scalar-vector multiplication rules as in the previous example. The space is closed by a
logic similar to that used in the real vector space example.

This example is no more complicated than the real vector space RN. However, your
intuition starts to break down because you will no doubt find it hard to visualize even
the N = 2 example. You can try to imagine it to be something like real 2D space, but
now you must allow multiplication by complex coefficients. The next obvious thing is
to imagine it to be like real 4D space, but that's impossible to visualize. Moreover, it
is misleading because it gives the impression that the space is 4-dimensional, but it
really is only two-dimensional. Here is where you must start relying on the math and
having only intuitive, not literal, pictures in your head.
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Linear Vector Spaces: Examples (cont.)

Example 3.3: A spin-1/2 particle affixed to the origin

An interesting application of CV, and one that presents our first example of the
somewhat confusing mathematics of quantum mechanics, is spin-1/2 particles such as
the electron. As you no doubt learned in prior classes, such particles can be in a state
of spin “up” along some spatial direction (say the z axis), spin “down” along that axis,
or some linear combination of the two. (Later in the course, we will be rigorous by
what we mean about that, but your intuition will suffice for now.) If we fix the particle
at the origin so its only degree of freedom is the orientation of its spin axis, then the
vector space of states of such particles consists of complex vectors with N = 2:

wye| 2]

A particle is in a pure spin-up state if zz = 0 and in a pure spin-down state if z; = 0.
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Linear Vector Spaces: Examples (cont.)

There are many weirdnesses here:

» The particle state can be a linear combination of these two states:

\¢>H21[(1]}+22[(1)}

The state is neither perfectly= spin up or perfectly spin down. We will
frequently write this state as

[0) =21(1 [+2( | with <T|<—>[H and <“<_,[H

» The particle lives in R3, a real vector space of N = 3 dimensions, in that we
measure the orientation of its spin axis relative to the axes of that vector space.
But the vector space of its quantum mechanical states is C2, the complex vector
space of N = 2 dimensions. The space of QM states is distinct from the space
the particle “lives” in!
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Linear Vector Spaces: Examples (cont.)

Example 3.4: The set of all complex-valued functions on a set of discrete points
i-5,i=1,...,n, in the interval (0, L)

You are well aware of the idea of a complex function f(x) on an interval (0, L). Here,
let's consider a simpler thing, a function an a set of equally spaced, discrete points.
The vector |f ) corresponding to a particular function is then just

f(x1)
|f) : with x-—'i
: R
f(xn)
You are used to taking linear combinations of functions,
h(x) = o f(x) + Bg(x)
We can do the same thing with these vector objects:
f(x1) g(x1) af(x1)+Beg(x)
|h) =calf)+Blg) < a : +B : = :
f(xn) g(xn) af(xn) + Bglxn)
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Linear Vector Spaces: Examples (cont.)

It is hopefully obvious that this is just a more complicated way of writing CV: the
space is just the set of N-tuples of complex numbers, and, since we can define any
function of the {x;} that we want, we can obtain any member of CV that we want.

This example lets us introduce the concept of a representation. Given a set of objects
and a set of rules for their arithmetic — such as the vector space CN — a
representation is a way of writing the objects down on paper and expressing the rules.
One way of writing down CV is simply as the set of all N-tuples of complex numbers.
Another way is as the set of all linear combinations of x? for a=1,..., N on these
discrete points. To give a specific example in C3:

(1/4)L (1/16) L (1/64) L
(1/2)L | & |u) < x (1/4)L | = |v) o X 1/8)L | = |w) = x°
3/4)L (9/16) L (27/64) L

The vector space elements are |u), [v), and |w). In the column-matrix
representation, they are represented by the column matrices. In the functional
representation, they are represented by the given functions. We use < to indicate
“represented by" to distinguish it from “equality”.

The alert reader will note that the representation in terms of functions is not
one-to-one — it is easy to make two functions match up at 3 points but be different

elsewhere. We will not worry about this issue now, it will matter later.
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Linear Vector Spaces: Examples (cont.)

An aspect of the concept of representation that is confusing is that we usually need to
write down a representation to initially define a space. Here, to define CN, we needed
to provide the representation in terms of complex N-tuples. But the space CV is more
general than this representation, as indicated by the fact that one can write CV in
terms of the function representation. The space takes on an existence beyond the
representation by which it was defined.

In addition to introducing the concept of a representation, this example will become
useful as a lead-in to quantum mechanics. You can think of these vectors as the QM
wavefunction (something we will define later) for a particle that lives only on these
discrete sites {x;}. We will eventually take the limit as the spacing A = ﬁ vanishes
and N becomes infinite, leaving the length of the interval fixed at L but letting the
function now take on a value at any position in the interval [0, L]. This will provide
the wavefunction for a particle confined in a box of length L.

Finally, one must again be careful not to confuse the space that the particle lives in
with the space of its quantum mechanical states. In this case, the former is set of n
points on a 1-dimensional line in R!, while the latter is CNV. When we take the limit
A — 0, the particle will then live in the interval [0, L] in R, but its space of states will
become infinite-dimensional!
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Linear Vector Spaces: Examples (cont.)

Example 3.5: The set of real, antisymmetric N x N square matrices with the
real numbers as the field.

Antisymmetric matrices satisfy AT = —A where T indicates matrix transposition. For
N = 3, these matrices are of the form

0 a2 a3
A= | —ap 0 ax
—ai3  —ax 0

The vector addition operation is standard matrix addition, element-by-element
addition. The scalar arithmetic rules are just addition and multiplication on the real
numbers. The scalar-multiplication operation is multiplication of all elements of the
matrix by the scalar.
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Linear Vector Spaces: Examples (cont.)

It is easy to see that this set satisfies all the vector space rules:

>

The sum of two antisymmetric matrices is clearly antisymmetric.

Addition of matrices is commutative and associative because the
element-by-element addition operation is.

The null vector is the matrix with all zeros.
The additive inverse is obtained by taking the additive inverse of each element.

Multiplication of a real, antisymmetric matrix by a real number yields a real,
antisymmetric matrix.

Scalar-vector multiplication is distributive because the a scalar multiplies every
element of the matrix one-by-one.

Scalar-vector multiplication is associative for the same reason.

Note that standard matrix multiplication is not included as one of the arithmetic
operations here! You can check that the space is not closed under that operation.

Section 3.2
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Linear Vector Spaces: Examples (cont.)

This example provides a more subtle version of the concept of a representation. There
are two aspects to discuss here. First, the example shows that one need not write a
vector space in terms of simple column matrices. Here, we use N x N square matrices
instead. The key is whether the objects satisfy the linear vector space rules, not the
form in which the objects are written. Second, one can see that this vector space is a
representation of RVM(N=1)/2: any element has N(N — 1)/2 real numbers that define it,
and the arithmetic rules for matrix addition and scalar multiplication and addition are
consistent with the corresponding rules for column-matrix addition and scalar
multiplication and addition.

Clearly, one must learn to generalize, to think abstractly beyond a representation of
these mathematical objects to the objects themselves. The representation is just what
you write down to do calculations, but the rules for the objects are more generic than
the representation.
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Linear Vector Spaces: Linear Independence and Bases

What is the minimal set of vectors needed to construct all the remaining
vectors in a vector space? This question brings us to the concepts of linear
independence and of a basis for the vector space.

A set of vectors {|v;)} is linearly independent if no one of them can be written in
terms of the others. Mathematically: there is no solution to the equation

> ajly) =0) (3.1)
j=1

except aj = 0 for all j. The rationale for this definition is straightforward: suppose
there were such a set of {c;}, and suppose without loss of generality that a; # 0.
Then we can rewrite the above as

)= — 3 ajly) (32)
a1 j:2

thereby rewriting |v1 ) in terms of the others.

A vector space is defined to have dimension n if the maximal set of linearly
independent vectors (excluding |0)) that can be found has n members.
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Linear Vector Spaces: Linear Independence and Bases (cont.)

We next state two important expansion theorems (The proofs are straightforward, you
can look them up in Shankar).

P Given a set of n linearly independent vectors {|v;)} in a n-dimensional vector
space, any other vector |v) in the vector space can be expanded in terms of
them:

V)= ajlv) (33)
j

» The above expansion is unique.

Because of the above expansion theorems, any such set of n linearly independent
vectors is called a basis for the vector space and is said to span the vector space. The
coefficients {a;} for a particular vector |v) are called the components of |v ).
Equation 3.3 is termed the (linear) expansion of |v) in terms of the basis {|v;)}. The
vector space is said to be the space spanned by the basis.

Note that, by definition, the concept of linear independence and the linear expansion
are representation-independent — both concepts are defined in terms of the vectors
and the field elements, not in terms of representations. As usual, you must usually
pick a representation to explicitly test for linear independence or to calculate
expansion coefficients, but the result must be representation-independent because the
definitions are.
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Linear Vector Spaces: Linear Independence and Bases (cont.)

Example 3.6: The real and complex vectors on N spatial dimensions

The obvious basis for both of these spaces is

1 0 0

0 1 0
1) o 2) o | IN)

0 0 0

0 0 1

Other bases are possible, though. For example

1 1 0 0

1 -1 0 0
)= | RO« | = -« IIN=1)") | IN") <

0 0 1 1

0 0 1 -1
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Linear Vector Spaces: Linear Independence and Bases (cont.)

One can prove linear independence by writing down Equation 3.1, giving N equations
in the N unknowns {a;} and solving. The first basis just yields the N equations
aj = 0 for each j, which implies linear independence. Try the second basis for yourself.

In addition, one can show that RN and CV are N-dimensional by trying to create a
(N + 1)-dimensional basis. We add to the set an arbitrary vector

vi
lv) <
VN
where the {v;} are real for RN and complex for CV, and set up Equation 3.1 again. If
we use the first basis {|j)}, one obtains the solution a;j = vj, indicating that any |v)

is not linearly independent of the existing set. Since there are N elements of the
existing set, the space is N-dimensional.

Note that this proves that C", as defined, with a complex field, is N-dimensional, not
2N-dimensional. If one restricts the field for CV to real numbers, then one requires a
set of N purely real basis elements and N purely imaginary basis elements, yielding a
2N-dimensional space. But that is a different space than the one we defined; with a
complex field, CV is without a doubt N-dimensional.
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Linear Vector Spaces: Linear Independence and Bases (cont.)

Example 3.7: Spin-1/2 particle at the origin

We saw in Example 3.3 that this space is just C2. Here, though, it is useful to get into
the physics of different bases. We already stated (without explanation) that the usual
orthonormal basis for this space corresponds to spin up and spin down relative to the

physical z axis:
1 0
telo] o] ]]

Two other reasonable bases are

ITX>H%“] uxw%{,}}
e[ ] e 4]

where i = y/—1 here.
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Linear Vector Spaces: Linear Independence and Bases (cont.)

As the notation suggests, | 1x) and | |x) correspond, respectively, to a particle in a spin
up or spin down state relative to the physical x axis, and, similarly, |1,) and |],) are
the same for the physical y axis. We shall see how these different bases arise as
eigenvectors of, respectively, the z, x, and y axis spin operators Sz, Sx, and S,. One
can immediately see that, if a particle is in a state of definite spin relative to one axis,
it cannot be in a state of definite spin with respect to another — e.g.,

[1x) = (I12) + | 12))/+/2. This inability to specify spin along multiple axes
simultaneously reflects the fact that the corresponding spin operators do not commute,
a defining property of quantum mechanics. Much more on this later; certainly, rest
assured that this mathematical discussion has significant physical implications.

Following the linear expansion formulae, we can expand the elements of any basis in
terms of any other basis; e.g.:

1 _ L
1) = 5 1 + 71421 1) = 5 11 = 71421
mz>:%[m>+|¢y>1 1) = 2 011) = 11,)
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Linear Vector Spaces: Linear Independence and Bases (cont.)

Example 3.8: The set of all complex-valued functions on a set of discrete points
"FLP i=1,...,n, in the interval (0, L), as in Example 3.4

As we have discussed, this space is the same as CV. The first basis given in the
previous example for CV is fine and has the advantage of being physically interpreted
as having the particle localized at one of the N discrete points: |/} corresponds to the

particle being at x; = j L/(N + 1). But another basis is the one corresponding to the

power law functions x?, a=1,..., N. For N = 3, the representations are
(1/4)L (1/16) L (1/64) L
xe 1) | (1/2)L XX 2)— | (1/4)L X3 |3) « (1/8)L
(3/4)L (9/16) L (27/64) L
If one writes down Equation 3.1, one can show that the only solution is, again, a; =0
for all i. Let's write the three equations as a matrix equation:
1/4 1/16 1/64 ai 0
1/2  1/4 1/8 a | =10
3/4 9/16 27/64 asz 0

Recall your linear algebra here: the solution for the {a;} is only nontrivial if the
determinant of the matrix vanishes. It does not, so aj = 0 for all i.

Section 3.2 Mathematical Preliminaries: Linear Vector Spaces Page 54



Linear Vector Spaces: Linear Independence and Bases (cont.)

Example 3.9: The set of real, antisymmetric N x N matrices (with the real
numbers as the field) as in Example 3.5.

This space is a vector space of dimension N(N — 1)/2 with one possible basis set just

being the real, antisymmetric matrices with two nonzero elements each; for example,
for N = 3, we have

0 0 1 0 1 0 0 0 0
1) < 0 0 O 2y~ | -1 0 O 3Y <~ | O 0 1
-1 0 0 0 0 O 0 -1 0
As with RN and CV, there are many other possible bases. One alternative is
0 1 0 0 1 1 0 0 1
1"y | -1 0 1 2"y« ] -1 0 0 37) « 0 0 1
0 -1 0 -1 0 0 -1 -1 0

One can check that both sets are linearly independent.
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Inner Product Spaces: Definitions

Now, let us introduce the idea of an inner product, which lets us discuss
normalization and orthogonality of vectors.

An inner product is a function that obtains a single complex number from a pair of
vectors |v) and |w ), is denoted by (v |w ), and has the following properties:

P positive definiteness: (v|v) > 0 with (v|v) =0 only if [v) = |0); i.e., the inner
product of any vector with itself is positive unless the vector is the null vector.

P transpose property: (v |w) = (w|v)*, or changing the order results in complex
conjugation.

P linearity: (ul|av+ Bw) =alu|v) + B{u|w)

This definition is specific to the case of vector spaces for which the field is the real or
complex numbers. Technical problems arise when considering more general fields, and
we will only use vector spaces with real or complex fields, so this restriction is not
problematic.
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Inner Product Spaces: Definitions (cont.)

Some notes:

P It is not necessary to assume (v |v ) is real; the transpose property implies it.

» The above also implies antilinearity, (av + Bw |u) = a*{v|u) + B8*(w|u)

» Inner products are representation-independent — the above definitions refer
only to the vectors and say nothing about representations. Therefore, if one has
two representations of a linear vector space and one wants them to become
representations of the same inner product space, the inner product must be
defined consistently between the two representations.
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Inner Product Spaces: Definitions (cont.)

Now, for some statements of the obvious:

An inner product space is a vector space for which an inner product function is defined.

The length or norm or normalization of a vector |v) is simply /(v |v), which we write
as |v|. A vector is normalized if its norm is 1; such a vector is termed a unit vector.
Note that a unit vector can be along any direction; for example, in R3, you usually
think of the unit vectors as being only the vectors of norm 1 along the x, y, and z
axes; but, according to our definition, one can have a unit vector along any direction.

The inner product (v |w) is sometimes called the projection of |w) onto |v) or vice
versa. This derives from the fact that, for R3, the inner product reduces to

(v|w) = |v||w| cos b

where 6,,, is the angle between the two vectors. In more abstract spaces, it may not
be possible to define an angle, but we keep in our minds the intuitive picture from R3.
In general, the two vectors must be normalized in order for this projection to be a
meaningful number: when you calculate the projection of a normalized vector onto
another normalized vector, the projection is a number whose magnitude is less than or
equal to 1 and tells what (quadrature) fraction of |w) lies along |v ) and vice versa.
We will discuss projection operators shortly, which make use of this definition. Note
that the term “projection” is not always used in a rigorous fashion, so the context of
any discussion of projections is important.
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Inner Product Spaces: Definitions (cont.)

Two vectors are orthogonal or perpendicular if their inner product vanishes. This is
equivalent to saying that their projections onto each other vanish.

A set of vectors is orthonormal if they are mutually orthogonal and are each
normalized; i.e., (v; |vj) = &;j where §j; is the Kronecker delta symbol, taking on value
1if i = j and 0 otherwise. We will frequently use the symbol |i) for a member of a set
of orthonormalized vectors simply to make the orthonormality easy to remember.
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Inner Product Spaces: Definitions (cont.)

Calculating Inner Products

As usual, the above definitions do not tell us algorithmically how to calculate the inner
product in any given vector space. The simplest way to do this is to provide the inner
products for all pairs of vectors in a particular basis, consistent with the rules defining
an inner product space, and to assume linearity and antilinearity. Since all other

vectors can be expanded in terms of the basis vectors, the assumptions of linearity and
antilinearity make it straightforward to calculate the inner product of any two vectors.

That is, if {|j)} is a basis (not necessarily orthonormal), and |v) =377 ; v;|j) and
w) =57 wilj), then

N N
<VW>—<ZVJU) ZWk(k)>
k=1

j=1

where (j) and (k) are the |j) and |k ) vectors. Using linearity and antilinearity,

N N N N
SUACYED 9 SURNIBES SRR ERCE:
k=1

j=1 k=1 k=1

S

Jj=1

Once we know all the (j |k) inner products, we can calculate the inner product of any

two vectors.
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Inner Product Spaces: Definitions (cont.)

Of course, if the basis is orthonormal, this reduces to

(viw) =D viwide =3 vj'w; (3.5)
J

Jjk

and, for an inner product space defined such that component values can only be real
numbers, such as R3 space, we just have the standard dot product. (Note that we
drop the full details of the indexing of j and k when it is clear from context.)

With the assumptions that the basis elements satisfy the inner product space rules and
of linearity and antilinearity, the transpose property follows trivially. Positive
definiteness follows nontrivially from these assumptions for the generic case, trivially
for an orthonormal basis.

Note also that there is no issue of representations here — the inner products (j |k )
must be defined in a representation-independent way, and the expansion coefficients
are representation-independent, so the inner product of any two vectors remains
representation-independent as we said it must.
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Inner Product Spaces: Examples

Example 3.10: RN and CV

The inner product for RV is the dot product you are familiar with, which happens
because the basis in terms of which we first define RV is an orthonormal one. The
same statement holds for CV, too, with the complex conjugation of the first member's
expansion coefficients. So, explicitly, given two vectors (in RV or CN)

Vi w1

Vo Wo
[v) <« i lw)

VN wn

(note the use of arrows instead of equality signs to indicate representation!) their
inner product is

(viw)=>"v'w
F

(Note the equality sign for the inner product, in contrast to the arrows relating the
vectors to their representations — again, inner products are
representation-independent.) Because the basis is orthonormal, the entire space is
guaranteed to satisfy the inner product rules and the spaces are inner product spaces.
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Inner Product Spaces: Examples (cont.)

Example 3.11: Spin-1/2 particle at the origin

The three bases we gave earlier,

mw%“] uxw%{,}}
e 1] e o] 4]
g ] | ¢ ]

are each clearly orthonormal by the algorithm for calculating the C? inner product; e.g.,
My IMy)y=0-1+(=N-i1/2=1  (y [ Ly)=0-1+(=)-(=1)]/2=0

(Note the complex conjugation of the first element of the inner product!) Hence,
according to our earlier argument, the space is an inner product space.
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Inner Product Spaces: Examples (cont.)

It is physically interesting to explore the inner products between members of different
bases. Some of them are

14 1
<ly‘TX>7T (iy|lx>* 2

1 1
(TX‘TZ):E <T><|lZ>:%
The nonzero values of the various cross-basis inner products again hint at how definite
spin along one direction does not correspond to definite spin along others; e.g., | 1x)

has a nonzero projection onto both | ;) and ||).
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Inner Product Spaces: Examples (cont.)

Example 3.12: The set of all complex-valued functions on a set of discrete

points in#“, i=1,...,n, in the interval (0, L), as in Example 3.4

We know that this is just a different representation of CV, but writing out the inner
product in terms of functions will be an important lead-in to inner products of QM
states on the interval [0, L]. Our representation here is

f(x1)

L
f)«— . ith = j——=jA
If) : with g =j s =
f(xn)

We use the same orthonormal basis as we do for our usual representation of CV,

1 0 0

0 1 0
e | 2) | . N

0 0 1

so that (j |k ) = dj.
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Inner Product Spaces: Examples (cont.)

The inner product of two arbitrary vectors in the space is then

(flg) Z *(x) g(x) (3.6)

That is, one multiplies the conjugate of the first function against the second function
point-by-point over the interval and sums. The norm of a given vector is

(FIf) Z () f(x) = Z “r(x_/)‘2 (3.7)

We shall see later how these go over to integrals in the limit A — 0.
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Inner Product Spaces: Examples (cont.)

Example 3.13: The set of real, antisymmetric N x N matrices (with the real
numbers as the field) with conjugation, element-by-element multiplication, and
summing as the inner product (c.f., Example 3.5).

Explicitly, the inner product of two elements |[A) and |B) is

(AB) ZAJkBjk (3.8)

where jk indicates the element in the jth row and kth column. We include the
complex conjugation for the sake of generality, though in this specific example it is
irrelevant. Does this inner product satisfy the desired properties?

P Positive definiteness: yes, because the inner product squares away any negative
signs, resulting in a positive sum unless all elements vanish.

» Transpose: yes, because the matrix elements are real and real multiplication is
commutative.

» Linearity: yes, because the expression is linear in By;.
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Inner Product Spaces: Examples (cont.)

This inner product makes this space a representation of RV(N=1)/2 a5 an inner product
space. Let's write down normalized versions of the bases we considered previously:

1 0 0 1 L 01 0 Lo o
1) & — 0 0 O 2y~ —]| -1 0 O 3) — 1 0 0
V2| 1 0 o0 V2| 9 0 o V2| o9 1
[ o 10 [ o1 1 0 o

! !
nye-| -1 o 1 Y- -1 0 o0 -l o o
2 0 -1 0 21 1 0 o0 I -1 -1

It is fairly obvious that the first basis is an orthogonal basis. By direct calculation, you
can quickly see that the second basis is not orthogonal.

As a digression, we note that the inner product can also be written as
(A|B) ZAjkBjk = ZA By = Tr(ATB)

where MJL = My and Tr(l\/l) = Z M;; for any matrix M

Here, we begin to see where matrix multiplication can become useful in this vector
space. But note that it only becomes useful as a way to calculate the inner product.
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints

Dual Spaces and Dirac Notation

We have seen examples of representing vectors |v ) as column matrices for RN and
CN. This kind of column matrix representation is valid for any linear vector space
because the space of column matrices, with standard column-matrix addition and
scalar-column-matrix multiplication and scalar addition and multiplication, is itself a
linear vector space. Essentially, column matrices are just a bookkeeping tool for
keeping track of the coefficients of the basis elements.

Section 3.3 Mathematical Preliminaries: Inner Product Spaces Page 70



Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

When we begin to consider inner product spaces, we are naturally led to the question
of how the inner product works in this column-matrix representation. We immediately

see
N
(viw) = > viw(jlk)
Jjok=1
Ty - (1IN) wi
=[ vy - vy ] : : (3.9)
(NJL) - (NIN) wy
That is, there is an obvious matrix representation of the inner product operation.
When the basis is orthonormal, the above simplifies to
N w1
(v|w>:Zvj*wj-:[ v vy ] (3.10)
Jj=1 wy
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

Purely for calculational and notational convenience, the above equation for the
orthonormal basis case leads us to define, for any vector space V, a partner space,
called the dual space V*, via a row-matrix representation. That is, for a vector |v) in
V with its standard column-matrix representation

vy | (3.11)

we define a dual vector (v | in the dual space V* by its row-matrix representation
(vie[ vy v 0 v (3.12)

A key point is that the dual space V* is not identical to the vector space V and is not
a vector space because the rules for scalar-vector multiplication are different: since
there is a complex conjugation in the definition of the row-matrix representation,
(av| = (v|a* holds. (The placement of the a* makes no difference to the meaning
of the expression; we place the a* after (v | for reasons to be discussed soon.)
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

(Though V* is not a vector space, we might consider simply defining a dual vector
space to be a set that satisfies all the vector space rules except for the complex
conjugation during scalar-vector multiplication. It would be a distinct, but similar,
mathematical object.)

Those with strong mathematical backgrounds may not recognize the above definition.
The standard definition of the dual space V* is the set of all linear functions from V to
its scalar field; i.e., all functions on V that, given an element |v) of V, return a
member « of the scalar field associated with V. These functions are also called linear
functionals, linear forms, one-forms, or covectors. We shall see below why this
definition is equivalent to ours for the cases we will consider. If you are not already
aware of this more standard definition of dual space, you may safely ignore this point!
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

With the definition of the dual space, and assuming we have the expansions

lv)= ZjN:1 vilj) and |w) = ZJN:1 wj|j) in terms of an orthonormal basis for V, we
may now see that the inner product (v |w) can be written as the matrix product of
the row-matrix representation of the dual vector (v | and the column-matrix
representation of the vector |w):

wy

(v\w):Zvj‘Wj:[ vie i o v ] : = (v]jw) (3.13)
j .
Whn
Again, remember that the representations of (v | and |w ) in terms of matrices are how
our initial definitions of them are made, and are convenient for calculational purposes,

but the representations are just that, representations; they are not the same thing as
(v| and |w ), the latter have a more abstract existence.
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

The above now explains our comment about the dual space being the space of linear
functionals: there is a one-to-one correspondence between the (v | dual vectors and
the linear functionals (v | ) that accept a vector |w) and returns a number o by
taking the inner product. In fact, one can show that any linear functional mapping
from V to the field can be decomposed in terms of inner-product operations (v | ).
Mathematicians use the linear functional definition because it is more generic and
connects to other concepts; for example, one-forms more easily generalize to vector
spaces with curvature, which we will most definitely not discuss in this course, and are
connected to the differential curl operator. The most likely place you will encounter
such objects are in a course in general relativity. I'll bet, though that, like me, most of
you can live without appreciating this subtlety the first time through...

It is standard practice to denote the vector |v) belonging to V as a ket and the dual
vector (v | belonging to V* as a bra. These definitions are termed Dirac notation.
Depending on the circumstances, we will use the dual space, the Dirac notation, or
both naming schemes.
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

We note that the basis vectors and their corresponding dual vectors satisfy

0

)~ | 1 ¢l<[0 -~ 0 1 0 -+ 0] (3.14)

where each is matrix is nonzero only in its jth element. The above lets us write

VY=l =G vl =G =S G v (3.15)
j J j

J

where v; = (j|v) and v/ = (v|j) simply follow from the expansion of |v) in terms of

{1}
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

Example 3.14: Spin-1/2 particle at the origin

Let’s list the matrix representations of some vectors and their dual vectors (kets and
bras) for the sake of being explicit:

-1 ] (el 21 1]
e[ 1] (eles[1 1]
e 1] tle (1 =]
e 3] (o5l 7]
|T2>‘_’|:é:| (Tzl=[1 0]
o | 9] (el [0 1]

Section 3.3 Mathematical Preliminaries: Inner Product Spaces Page 77



Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

We can check the same inner products we did before, this time evaluating the inner
products using the matrix representation (Equation 3.13) rather than
representation-free sum over products of coefficients (Equation 3.5):

1 . 1 1 1
Ml =211 i1 3] =3a+n=1=0 1)
Wiy =—s 11 1125 ] =3a-D=0=t 1))
Wlitd =11 1155 1] =3a+0=ly 11
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

We can now derive the linear expansions we wrote in Example 3.7: we use
Equation 3.15 along with evaluation of the inner products using the matrix
representation; eg.,

[12) =D Gl = Ty [ 1)1T) + Uy 1121 )
j

:(%[1 _;][H)mw(%[l i][?D\M

=;—;i[|mfuy>1

This is a good example of a situation in which one has to avoid getting confused
about what should be written out in matrix representation and what should not. The
inner products (T, | |-) and (|, | |,) are written as matrix products. We could
replace |T,) and | |,) by their matrix representations also. But keep in mind two
things: 1) if you replace the vectors on the right side of the equation by column
matrix representation, you must do the same on the left side, too: vectors and their
representations are not the same thing; 2) the matrices making up the inner product
do not act on the column matrix representation of the vectors by matrix
multiplication, as indicated by the parentheses in the expression; the scalar result of
the inner product multiplies the column matrices for the vectors.
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

Example 3.15: The set of real, antisymmetric N x N matrices, as in
Example 3.5.

This is a particularly interesting example because you have to confront the many
representations a particular inner product space can have. Let's consider the
orthonormal basis we wrote down for the N = 3 case in Example 3.9:

1 0 0 1 1 0 1 0 0
1) & — 0 0 O 2y — | -1 0 0 3y — 1] 0

V2| 21 0 o0 V2 00 0
Now, let's construct two new elements of the space via linear combinations; you will

recognize these as the |1/) and |2’ ) normalized but non-orthogonal elements we
previously constructed:

= Layapn-t| 1 o1
1Yy =—(2)+3)) == ]| -1 0 1
V2 21 o -1 o0

1 1 0 1 1

Ry = (14N i| -1 0 o
V2 21 21 0 o0
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

Let's consider three ways of taking the inner product (1’ |2’). The first is the obvious
way, using the explicit definition we had for the inner product for this space in terms
of the defining representations:

3

@2y => (1"

k=1

-

N = N

0-041-140-1+(—1)-(=1)4+0-041-040-(=1) 4 (~1)-0+0-0]

This above makes use of the representation we used to define the space, but makes no
use of the generic column- and row-matrix representations we developed for an
arbitrary inner product space with an orthonormal basis.
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

Now, let's use the representation-free sum over coefficients, Equation 3.5, which
makes use of the orthonormality of the basis but not the matrix representation of the
vector and dual vector space:

Z(l )i (2’ ),ff(o 1+1-14+1-0)=

Finally, let's write it out in terms of a matrix product of the matrix representations of
the vector and dual vector spaces:

Thus, we see that there are two different matrix representations of this space: the one
we used to define the space, and the one that appears when an orthonormal basis is
used for the space. These are different in that they don’t look the same; but they are
the same in that all the operations we have defined in one representation can be
carried over to the other and vice versa in a consistent fashion. Clearly, though, it can
be confusing to represent the same abstract object |v) in two different ways — as an
N x N real, antisymmetric matrix and as a N(N — 1)/2-element column matrix —
but this a key concept you must become accustomed to.
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

Representations as a Tool for Simplification and Unification

Hopefully, the previous two examples have illustrated the value of the matrix
representation of inner product spaces once an orthonormal basis has been established
— once you have established an orthonormal basis and expanded all the elements of
the space in terms of that basis, you know the column-matrix representation of any
element of the inner product space (and the row-matrix representation for its dual
vector) and it is, frequently, arithmetically easier to take inner products using the
matrix representation than to use the defining rule for the inner product in the space.
Essentially, by recognizing the simpler underlying structure present once an
orthonormal basis has been defined, we simplify the operations we must do on the
space.

Another point is that the use of matrix representations allows us to unify different
spaces, to realize that they are the same in spite of the apparent differences in the way
they are defined. Mathematically, this is termed an isomorphism; the spaces are said
to be isomorphic. In particular, any inner product space of dimension N with a real
(complex) field looks like RN (CN) as far as any of the properties of the inner product
space go. Of course, once one introduces additional operations on some spaces, this
isomorphism may not be carried through to those operations. But the idea of
isomorphism and the isomorphism of inner product spaces corresponding to different
physical objects will be a theme we will return to repeatedly in this course.
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

Adjoints

We define the process of converting from vector to dual vector (ket to bra) and vice
versa as taking the adjoint. (v| is the adjoint of |v) and vice versa. In terms of the

orthonormal basis matrix representation, there is a simple algorithm for this: complex
conjugate and transpose.

From the above definition, the properties of complex numbers, and the definition of
inner product, we can derive rules for taking the adjoint of any combination of bras,
kets, and scalar coefficients:

» scalar coefficients: When one encounters a bra or ket with a scalar coefficient,
the scalar coefficient must be complex conjugated (in addition to taking the
adjoint of the bra or ket); i.e., the adjoint of a|v ) is (v |a* and vice versa.
Again, the placement of a* on the right is purely notational.
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

» inner products: To determine the adjoint of an inner product (v |w ), we use the

Section 3.3

fact that the inner product is just a complex number and so taking the adjoint
of the inner product just corresponds to complex conjugation. But we know
from the definition of inner product that complex conjugation of an inner
product corresponds to exchanging the positions of the two vectors, so we see
that the adjoint of (v |w) is (w|v). Thus, when we encounter inner products of
bras and kets, we take the adjoint by simply reversing the order and converting
bras to kets and vice versa, consistent with our rule for bras and kets alone with
the addition of order-reversal. The need for order reversal is why we place scalar
coefficients of bras to their right; the notation is now consistent.

sums: the adjoint of a sum is just the sum of the adjoints because complex
conjugation and matrix transposition both behave this way.

products: Suppose one has an arbitrary product of inner products, scalar
coefficents, and a bra or ket. (There can be nothing more complicated because
the result would not be a bra or ket and hence could not be in the vector space
or the dual vector space.) Our rules above simply imply that one should reverse
the order of all the elements and turn all bras into kets and vice versa, even the
ones in inner products. That is, for the ket

u) = a1+ ap(wa |v) -+ (W |vin)|v) (3.16)
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Inner Product Spaces: Dual Spaces, Dirac Notation, and Adjoints
(cont.)

Section 3.3

where the {¢;}, {|w;)}, and {|v;)} are arbitrary (the index matchups mean
nothing), we have that the adjoint is

(uf = (vviwa) - {vim [wim ) af -+ o (3.17)

vector and dual vector expansions: We may write our vector and dual vector
expansions as

V)=S0 =) (v = 3] (3.18)
Jj j Jj

where we have simply exchanged the order of the inner product and the bra or
ket; this is fine because the inner product is just a scalar. We see that the above
expansions are fully consistent with our rules for taking adjoints of sums and
products.
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Inner Product Spaces: Theorems

Inner Product Theorems

The definition of inner product immediately gives rise to some useful results. We will
only give the basic idea of the proofs; you can find the details in Shankar.

“Law of Cosines”
v+ wi? = [vP+ W+ 2R ((v|w)) (3.19)

where R(z) is the real part of the complex number z. This is proven by simply
expanding out the inner product implied by the left side. The relation is named as it is
because it reduces to the law of cosines when |v) and |w ) belong to R3.

The astute reader will see that the sign on the inner product term is different than
what one usually sees in the law of cosines, 52 = a?+ b?> —2ab cos~y. This is because
the angle v is not the angle between 3 and b at the origin; it is the supplementary
angle to that angle, hence the sign flip on the cos term. The following diagram this
explicitly.
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Inner Product Spaces: Theorems (cont.)

Diagram to illustrate sign of last term in law of cosines in R2. The law of cosines
conventionally involves the angle v because that is the angle opposite to the vector
3+ b. The inner product of two vectors gives the cosine of the angle between them
when they are placed at the origin, 6. There is a sign flip between the two cosines
because they are supplementary angles (sum to 7 radians). We want to use the 6 angle
instead of the « angle in the generic form of the law of cosines, hence the sign flip.
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Inner Product Spaces: Theorems (cont.)

Schwarz Inequality
(v [w)? < v |w? (3-20)

The Schwarz inequality simply states that the inner product of two vectors can be no
larger than the product of their lengths. More simply, if one divides out the norms of
the vectors, it states that the inner product of two unit vectors can be no greater in
magnitude than 1. When we think about the interpretation of the inner product as the
projection of one vector onto the other, this makes sense; the projection of a unit
vector onto another unit vector can be no larger than 1.

Diagram illustrating Schwarz inequality in

o R? for vectors of unit length. All three
vectors 3, El, and 52 have unit length (as
indicated by the fact that they all end
on the circle). Clearly, the projections
|(3|b1 )| and |(3|b2 )| are both less than
1. Note how the sign of the projection
does not affect the result.
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Inner Product Spaces: Theorems (cont.)

The inequality is proven by applying the law of cosines to the vector

|v/>:|v>—<w\v>$:\v>—<mv>\m (3.21)

where |w) = w/|w| is the unit vector along the |w ) direction, and using the positive
definiteness of the norm of |v').

Clearly, |v’) is the piece of |v) that is orthogonal to |w ). The Schwarz inequality
devolves to an equality if [v) = Alw ) for some A; i.e, if [v) and |w) are the same up

to a multiplicative constant, indicating they point in the same (or opposite) direction.

Note that the above vector may also be written as
, PN
') =lv)—[w){w|v) (3:22)
We see the expression |w )(w | as we did when writing out bras and kets as sums of
components along the vectors of an orthonormal basis. Such objects we will see are

projection operators because they project out the part of the vector they operate on
along the unit vector comprising the operator.
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Inner Product Spaces: Theorems (cont.)

Triangle Inequality
v+ w| < [v]+|w| (3:23)

This is a direct result of the law of cosines, arising from the fact that
2R ((v|w)) <2|{v|w)| < 2|v||w|. The inequality devolves to an equality only if
[v) = Alw) with X real and positive.

Diagram illustrating triangle inequality in R?, where
it expresses the fact that the length of the sum
of two vectors can be no larger than the sum of
their individual lengths, and equality occurs when
the vectors are coaligned. The circle is centered on
the start of b and has radius equal to |b|, so indi-
cates the locus of possible endpoints of 3+ b; one
particular example is given for the orientation of b
and 3+ b. The dashed line indicates the maximum
length possibility, with 5 and b coaligned so that
|3+ b| = [3] + |b].
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Inner Product Spaces: Gram-Schmidt Orthogonalization

Gram-Schmidt Orthogonalization

Given n linearly independent vectors {|v; )}, one can construct from them an
orthonormal set of the same size.

The basic idea is to orthogonalize the set by subtracting from the jth vector the
projections of that vector onto the j-1 previous vectors, which have already been
orthogonalized. Dirac notation makes the projection operations more obvious.

We begin by using the first ket from the original set, creating a normalized version:

=) )= (3:29)
(Lrer)
Then, the second member of the orthogonal and orthonormal sets are
[17)(17 |v2) [2")
27y = S bl Sl A — 1)1 2y = —L 3.25
2) =) = Sy = he) S 0e) )= s (329)
and so on; the generic formula is
_ [k )k i) D
L") = |VJ>_Z 7ars = Z\k (k vk ) |J>*W (3.26)
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Inner Product Spaces: Gram-Schmidt Orthogonalization (cont.)

Diagram illustrating Gram-Schmidt or-
thogonalization in R2. The first vector
|vi) is simply normalized to obtain |1)
but otherwise left unchanged. We sub-
tract off from the second vector |v2 ) the
projection along [1), leaving [27). We
then normalize [2) to obtain [2). |1)
and |2) are clearly orthogonal and nor-
malized. (The circle has unity radius.)

One proves this theorem inductively, showing that if the first j-1 vectors have been
orthogonalized, then the jth vector created via the above formula is orthogonal to the
first j-1. The |j) are manifestly normalized.

Gram-Schmidt orthogonalization lets us conclude what we intuitively expect: for an
inner product space of dimension n, we can construct an orthonormal basis for the
space from any other basis. Shankar proves this point rigorously, but it is easy to see
intuitively: the Gram-Schmidt procedure tells us that any linearly independent set of n
vectors yields a mutually orthogonal set of n vectors, and it is fairly obvious that a
mutually orthogonal set of n vectors is linearly independent. If the initial set of LI
vectors matches the dimension of the space, then the new orthonormal set is a basis
for the space.
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Subspaces

Subspaces

It almost goes without saying that a subspace of a linear vector space or inner product
space is a subset of the space that is itself a vector or inner product space. Since the
subset inherits the algebraic operations (and inner product, if one exists) from the
parent space, the only substantive requirement is that the subspace be closed under
the vector addition and scalar-vector multiplication operations. One can show that the
parent space’s null vector must be in any subspace, and hence there is always one
element of overlap between any two subspaces.

Given two subspaces V1 and V3 of a vector space V, the sum or direct sum of the two
subspaces, denoted by V; @ Vs, is the set of all linear combinations of vectors in V;
and V,. Note that, since V; and V;, are subspaces of some larger vector space V, it is
already known that one may add vectors from V; and V, together.

Note that Vi @ V5 is not the same as V; U V5. Vi @ V) consists of all linear
combinations of the form

[v) =a1|vi) + az|v) (3.27)

where |v1 ) is in V1 and |v2) is in V2. When both a; and ax are nonzero, |v ) belongs
to neither V1 nor Vy, but lives in the part of Vi1 @& V; outside Vi1 and V. On the other
hand, V; U V3, consists only of the linear combinations for which at least one of a;
and ap vanish (i.e., the trivial linear combination in which no combining is done!).

The following diagram may help to illustrate the distinctions.
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Subspaces (cont.)

V2

Vi ® V2

The most trivial subspace an inner product space V can have is the set of all vectors
of the form a|v) where |v) is some element in V: these are just all the vectors along

Diagram illustrating subspaces in R2.
The first subspace V; consists of all vec-
tors along the x-axis only, indicated by
the red line. The second subspace V;
consists of vectors along the y-axis only,
indicated by the blue line. The union
V1UV; consists of all vectors either along
the red line or the blue line. The direct
sum Vi @ V, consists of all linear com-
binations of vectors along the red line or
the blue line, so covers the entire plane,
indicated by the pink shading. V1@V, is
much bigger than Vi, Vy, or V; U V5.

|v). Given a basis {|v;)}, the entire space V is just the direct sum of the subspaces of

this type for each basis element. That is, if we define V; = {a|v;)}, the set of all

scalar multiples of the jth basis element, then

Section 3.4

V=VieVo@---dVy
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Subspaces (cont.)

Example 3.16: R" and CV

Each of these have a variety of subspaces. Each can be viewed as being the N-element
direct sum of their N = 1 versions (a la what we just said):

N terms N terms

—— r——
RV=ReR--- &R cN=cecC---aC

or, perhaps a direct sum of many copies of R? with one R thrown in if N is odd, or
direct sums of RM of various M, etc., etc.

Example 3.17: The set of all complex-valued functions on a set of discrete
points in—il, i=1,...,n, in the interval (0, L), as in Example 3.4

The analogue of the above when considering the function representation would be to
select functions that are zero at various points. For example, if N = 4, the functions
that are always zero on x; and x» are one subspace, the functions that always vanish
on x3 and xs are a different subspace, and the full space is the direct sum of these two
subspaces. Each subspace is isomorphic to a function space on two discrete points,
and hence to C2.
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Subspaces (cont.)

Example 3.18: Spin-1/2 particle at the origin

This is just C2 and so the subspaces are fairly boring, but the physical interpretation is
interesting. One can consider the two subspaces {«|1,)} and {«a||,)} where « is any
complex number: these subspaces consist of either spin up or spin down states only.
(Note that, even if you restrict to |a| = 1, there are still an infinity of elements in each
subspace because a is complex.) But one could alternately consider the subspaces
{a|1x)} and {a| |x)} or {|Ty)} and {c|],)}. One recovers the full space by direct
sum of the two subspaces in each circumstance, but these provide some alternate
subspaces of C2.

Section 3.4 Mathematical Preliminaries: Subspaces Page 98



Subspaces (cont.)

Example 3.19: Real antisymmetric, imaginary symmetric, and anti-Hermitian
matrices.

The aforementioned set of real, antisymmetric N X N matrices with a real number
field form a subspace of the set of anti-Hermitian matrices?, also with a real field. The
set of purely imaginary N X N symmetric matrices with a real field are also a subspace
of the anti-Hermitian matrices. The direct sum of the real antisymmetric matrices and
the purely imaginary symmetric matrices gives the entire space of anti-Hermitian
matrices. Specifically, the three groups are

0 a2 ais 0 i b12 i b13
AR = —ail2 0 ans A/ = ib12 0 ib23
—ai3  —ax 0 ibiz Qb3 0
0 aip +ibiz a3+ ibig
Ap= | —awnx+ib 0 ax3+ibos
—ai3+ b1z —ax+ibs 0

acomplex matrices A for which (A*)T = —A where *

matrix transposition.

is element-by-element complex conjugation and Tis
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Subspaces (cont.)

Let's check a number of things:

>

Section 3.4

Real antisymmetric matrices are a subset of anti-Hermitian matrices because
they do not change under complex conjugation and they pick up a sign under
transposition. Similarly, purely imaginary symmetric matrices are a subset
because they pick up a sign under complex conjugation but do not change under
transposition.

We have already shown that real antisymmetric matrices are closed. Purely
imaginary matrices symmetric matrices are closed under addition and
multiplication by real numbers because neither operation can change the fact
they are purely imaginary or symmetric.

We have already shown that real antisymmetric matrices are an inner product
space. Purely imaginary symmetric matrices are also an inner product space
because the complex conjugation in the inner-product formula ensures positive
definiteness. The transpose and linearity rules are also satisfied.

Any sum of a real antisymmetric matrix and a purely imaginary symmetric
matrix is immediately anti-Hermitian because the real part of the sum is
guaranteed to change sign and the imaginary part to keep its sign under
transposition. Any anti-Hermitian matrix can be decomposed in terms of a real
antisymmetric and purely imaginary symmetric matrix simply by breaking it
element-by-element into real and imaginary parts.

Mathematical Preliminaries: Subspaces Page 100



Lecture 5:
Linear Operators

Date Revised: 2008/10/13
Date Given: 2008/10/08

Page 101



Linear Operators

Prologue

Now that we have defined inner product spaces, we have largely completed the work
of defining the space that the states of a physical system live in. This is not enough,
as physical states are not static. To make measurements and to obtain the dynamics
of the system, we need operators that transform states into other states. According to
postulates 2, 3, and 4, operators tell us how to carry classical mechanics over to
quantum mechanics, how measurements work and how they affect states, and how to

time-evolve states.
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Linear Operators (cont.)

An operator € transforms a vector into a (possibly the same) vector,
Q|v) = |w) and transforms a dual vector into a (also possibly the same) dual
vector, (v|Q = (ul|.

Note that the action of the operator on (v | is not necessarily the bra corresponding to

the operation of the operator on |v); i.e., (Qv | # (v |Q in general (though it will be
true in some cases). This is why we stated above (v |Q = (u| instead of (v |Q = (w]|.
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Linear Operators (cont.)

However, it is also true that, once the operation of Q on vectors has been set, there is
no freedom in the action of © on dual vectors. One sees this as follows: suppose

Qui)=Iw) Qw)=w) M[Q=(m] (»2|Q=/ (]
Then we have the 4 independent relations

(vilwi) = (v1|Qv1) = (u1|v1) (vi[wz) = (v1[|Q|v2) = (u1|v2)
(valwi) = (v2|Q|v1) = (w2 |v1) (v2[w2) = (v1[|Q|v1) = (w2 |v2)

More generally, given N linearly independent vectors in a N-dimensional vector space,
there will be N2 relations of the above type. Specifying the action of Q on these N
vectors requires 2 N2 numbers (the expansion coefficients of the {|u; )} and {|w;)}).
The N2 expansion coefficients of the {|w; )} were set when the action of Q on the
vector space was defined. The N? relations thus determine the N2 expansion
coefficients of the {|u;)} from those of the {|w;)}. Thus, to determine the action of
Q on any N-element linearly independent set {(v; |}, one need only look at Q's action
on the corresponding {|v;)}. Finally, if the action of Q on the full set of vectors in the
vector space is specified, then the action of Q on the full set of dual vectors is
specified by just picking linearly independent sets of the above type for each |v) and
working out the relations.
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Linear Operators (cont.)

We specialize to linear operators, those satisfying typical linearity relations:

Qalv)+Blw)) =alv)+BQw) (v]a+{w[B) Q= afv|Q+ B{w|Q
(3.28)

Such operators are convenient, of course, because their action is completely specified
by their action on the vector space'’s basis vectors, which we shall come to
momentarily. We specialize to linear operators because it is the simplest possible
choice and it has been verified that quantum mechanics using only linear operators
matches experimental predictions.

Our argument about the relation between the action of Q on vectors and dual vectors
simplifies now: once the action of Q on an orthonormal basis {|j )} has been specified,
then our argument indicates that this specifies its action on the orthonormal basis
{{j|}. For a linear operator, specifying its action on an orthonormal basis then gives
the action on the entire space by linearity, so the full action of Q on all vectors and
dual vectors is specified.
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Linear Operators (cont.)

Example 3.20: Identity Operator
That’s an easy one: for any |v), it returns |v):
) =v)

The only thing to point out here is that there is not just one identity operator; there is
an identity operator for each vector space.
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Linear Operators (cont.)

Example 3.21: Projection Operators

Given an inner product space V and a subspace Vp, a projection operator is the
operator that maps a vector |v ) into its projection onto that subspace. An equivalent
definition is: a projection operator is any operator of the form

P:ZIVMVJ\ (3.29)

where the {]v;)} are members of an orthonormal basis (not necessarily all the
members!). That is, each term calculates the inner product of the vector |v) it acts on
with the unit vector |v; ), then multiplies the result by |v;) to recover a vector instead
of a number. One can see that the two definitions are equivalent by recognizing that
the subspace Vp is just the space spanned by the set {|v;)}; alternatively, given the
subspace Vp, one should pick the {|v;)} to be any orthonormal basis for Vp.
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Linear Operators (cont.)

It is important for the vectors to be an orthonormal set in order to really pick out the
piece of |v) in the subspace. To give a trivial counterexample, consider the vector
[v) =v]j), where |j) is an orthonormal basis element, and the projection operator

P = |v){v]. Clearly, the output vector is always a vector in the subspace V; spanned
by |j) because |v) is in that subspace. But, let's act on |v) with P:

Plv) = |v)(v|v) = [v[*|v) = [v|*v]})

Since the original projection operator was not composed of normalized vectors, the
normalization of the result is funny: it is not the projection of |v) onto the V;
subspace, but rather |v|? times that projection.
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Linear Operators (cont.)

The above is just a normalization problem. A larger problem arises when one considers
a projection operator composed of two non-orthonormal vectors. For example, in R2,

consider the projection operator
§+?><?+?’
V2 V2

where [X) and |y ) are the x and y unit vectors. The vectors used to construct P are
normalized but not orthogonal. The subspace spanned by the vectors making up the
operator is the entire space, R?, because the two vectors are linearly independent and
the space is already known to be 2-dimensional. Let's try acting on |y ) (using

antilinearity of the bra):
?+?>
V2

Since the subspace spanned by the vectors making up the operator is the space, this
projection operator ought to have returned |y ); it did not.

P=I%)X|+

Ply) =[x){X1y)+

AN IS §
= >E(<x|y>+<y|y>), =
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Linear Operators (cont.)

We can explicitly see that, if the projection operator is composed of an orthonormal
set, it does indeed recover the portion of |v) in the subspace spanned by that set.
Let's consider an orthonormal basis {|j )} of a n-dimensional inner product space, and
let's consider a projection operator onto the subspace Vj...,,, spanned by the first m of
the basis elements. (We can always reorder the basis elements so the ones that we
want to use are the first m.) That projection operator is

P=> 1l
j=1

Acting on an arbitrary |v ) in the space (with expansion Zle vjlj)) with P thus gives

~

Plv) = [ SS0101 (zvkk> I IIITED oY
J=1 k= Jj=1 k=

k=1

which is, by our original expansion of |v ), the piece of |j) in the subspace spanned by
the first m of the {|j)}.
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Linear Operators (cont.)

It is frequently useful to rewrite the identity operator in terms of projection operators:
n

1= 1)l (3-30)
j=1

That this sum is indeed the identity operator can be seen by using the same proof we
just made above but taking m = n. Then the result is

n n

STGH vy = [DCIGTH D wlk)y =D vili) = v)
j=1 j=1

k=1 j=1

It follows from the above that a projection operator P that projects onto the subspace
Vp is the identity operator Ip for Vp. When Vp =V, one recovers | for the full space
V.

A final note: frequently, we will use the subscript ; to denote projection on the
subspace spanned by the single orthonormal basis element |j ):

P =1/){l
Of course, P; is not specified until you specify a basis, so the meaning of P; will

always depend on context. But this is standard notation.
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Linear Operators (cont.)

Example 3.22: Derivative Operator on Function Spaces on Discrete Points

Returning to the Example 3.4, let's create something that looks like taking the
derivative. Let's use the orthonormal basis {|j )} consisting of the functions that are 1
at xj and 0 elsewhere (i.e., just like the standard basis of CV). Then define

iy — -1 1)—|N L
N=U=b o ja DR|1>:—M Xj=j = =JA

Dglj) = - A A

Then we have

N N
DRIf) = DR Y- FOg)lj) = —x | FGa) (1) = IN)) + 3" FGg) (1) [~ 1))
Jj=1 j=2
N1 (1) — Fx x1) — f(x

The output function looks like the right-going discrete derivative of f(x;)! We looped
around the end at the last point; that would not be necessary in the limit A — 0. You
are well aware from calculus that taking the derivative of continuous functions is a
linear operation, the same holds here.
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Linear Operators (cont.)

Example 3.23: Spin-1/2 Operators

Let's give our first example of an operator that returns an observable, the spin
projection of spin-1/2 particle states. We simply take as definitions

R n

Slez) = 5”2) Szuz) = —E‘lz> (3.31)
h h

Sxl 1) = Z1T) Sllx) = =511 (3.32)
R n

Sylty) = 51y Sylly) = =51y (3-33)

We have really put the cart before the horse here because we never explained why the
states that we defined as |1;), |]2), | Tx), etc. corresponded to physical states with
spin projection along +z, —z, +x, etc. But neglecting that motivational problem,
which we will deal with later, it is clear that the above is a perfectly valid definition of
a set of operators, and they now have some physical meaning: these operators tell us
the spin projection along particular axes of particular states.
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Linear Operators (cont.)

We have only specified the spin operators in terms of the states they leave unchanged
(up to normalization). These states are a complete basis for the space in each case, so
this is sufficient. But let us look at how they change other states. For example, using
the above and some results derived in Example 3.14:

Sy =5 T2 (1) = 1) = =5 7= (1) +11)) = = 11a)

S 7 33

That is, S, converts ||;) to |T2), modulo a normalization factor. We will make use of
the “raising” behavior later. For now, it simply serves to show that, having defined the

action of S, on the |T,) and ||,) basis states, we can now calculate the action on any
state, a point that we will state more generally next. The same holds for Sy and S;.

Example 3.24: Rotation Operators in R

Another example, discussed by Shankar, is that of rotation operators in R3. Read this
example.
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Linear Operators (cont.)

Linear Operator Action on Basis Vectors, Matrix Elements, Matrix
Representation of Linear Operators

The main advantage to staying with linear operators is that their action on any vector
is defined purely by their action on a set of basis vectors. Given a set of basis vectors
{lj?} and a vector |j) = 3=, vj|j) expanded in terms of them, we may write

J

Qv)=Q> vlj)=>_ valj) (3.34)
J

It is useful to break Q|j) into components by rewriting the expansion using the
identity operator written out using projection operators, | =3, |k )(k|:

Qlv)=>"vQli)=>_ v > lk)(klQl)
j k

j

We define the projection of Q|j) onto |k) as Qy;, Qi = (k[Q|j). These are just
numbers. The expression can then be rewritten

Qv) =" Quyilk) =D k)
ik ik

thereby giving the components of the result along the various {|k)}.
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Linear Operators (cont.)

The above expression looks like matrix multiplication of a n X n matrix against a
single-column n-row matrix:

Q)] = (k[Q|v) Zﬂk,v, (3.35)

This makes sense: we were able to represent our vectors via single-column matrices
(kets) and our dual vectors as single-row matrices (bras); it is consistent for operators
to be represented as n X n matrices (where n is the dimensionality of the vector space)
and the kj element (kth row, jth column) is just the projection of the action of Q on
|j) onto |k). We have thus found the matrix representation of the operator € in the
column-matrix representation of the vector space with orthonormal basis {|j }}.
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Linear Operators (cont.)

We may of course derive similar relations for the operation of Q on a bra:

(VIR =301y =3y G IRk (k| =3 v (k]
j K ik

or [(vIQl, =D v/ (3.36)

J

which again looks like matrix multiplication, this time of a n X n matrix on a
single-row, n-column matrix on its left. Qj is the projection of the action of Q on (j|
onto (k| (note the transposition of the indices relative to the ket case). The matrix
representation of 2 is thus also consistent with the row-matrix representation of the
dual vector space with orthonormal basis {(j|}.

We note that the above relation corroborates the statement we made at the start of
our discussion of operators that specifying the action of Q on a linear basis for V also
full determines its action on a linear basis for V*. Here, the €,; are the N2 numbers
that give the action of Q on any ket |v), as indicated in Equation 3.35. But these
same N2 numbers appear in Equation 3.36, which expresses the action of Q on any
bra (v|.
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Linear Operators (cont.)

Let us summarize our point about matrix representations of operators: given a linear
operator Q2 on a n-dimensional inner product space V with an orthonormal basis {|j )}
(and corresponding dual space with orthonormal basis {{j |}), we may write a n X n
matrix representation of the operator Q2 with elements Q,; given by

Qi = (k[Q[j) (3.37)
and the action of this matrix on the column-matrix representation of V and the
row-matrix representation of V* is consistent with the operation of 2 on the elements

of V and V*. Matrix representations of operators will be the tool we use to do much
of quantum mechanics.
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Linear Operators (cont.)

Example 3.25: Projection Operators Revisited
Projection operators have a very simply matrix representation:

(P = (k|Pjlm) = (k|j)([m) = 6j6jm (3:38)
That is, P; is an empty matrix except for a 1 in the jj element. Conveniently, this

extends the consistency of the matrix representation scheme for bras and kets if we
define an outer product between vectors,

vi viws o oviwg e viwgy
Vo vaws vawy e vawyy
Miwl=| [ [ ow o ow )=
Vi Vawy  Vawg - vawpy
(3.39)
or  [[v){w ]y, = vkwn (3.40)

because, fc_)r a projection operator P; = |j){j|, we have v = d;; and wpy = Jjp, as
shown earlier.
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Linear Operators (cont.)

For R3 with the standard x, v, z basis for the column-matrix representation, the
projection operators that project onto the x, y, and z axes are

1 0 O 0 0 O 0 0 O
Pi— 1] 0 0 O P10 1 0 P,—~ | 0 0 O
0 0 O 0 0 O 0 0 1
The projection operators into various planes are
1 0 O 0 0 O 1 0 O
Py |0 1 O P~ |0 1 0 Py | 0 0 O
0 0 O 0 0 1 0 0 1
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Linear Operators (cont.)

We note that one can write a projection operator in a matrix representation
corresponding to a basis that does not match the natural basis of the projection
operator. For example, in the above basis, the operator that projects onto the
subspace defined by the vector (X + ¥)/v/2 is

puy - (FLHP)) (BLE G _ L i LR

vz V2 V2 2| o | V2
110

:1110

210 0 o0

The key is to use the outer product form, writing the column- and row-matrix
representations of the bras and kets making up the outer product.
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Linear Operators (cont.)

Example 3.26: Derivative Operator on Function Spaces on Discrete Points, as
in Example 3.22

We defined the action of the derivative operator on the space of functions on N
discrete points as follows:

G —(-INy /A =1 L _;
D = (| . . Xi=j—— A
e ={ A TA i
It's easy to calculate the matrix elements:

(Dr)y = (K IDrlj) = {gg:zjw_l—jkgk?j)/% =1

Let's check that we get the expected result from this matrix representation for N = 4:

-1 1 0 o0 f(x1) [F(x2) — F(x1)] /A

D|f) o 1 0 -1 1 o0 foo) | _ | [f(xa) = f(x)]/A
R 0 0 -1 1 f(x3) [F(xa) — F(x3)] /A
1 0 0 -1 f(xa) [F(x1) — F(xa)] /A

You have to be careful about what is meant by Jx ;1. For example, for row 1 of the
matrix, k = 1, we have 6,(71-,1 =1whenj—1= k=1, soj =2 has the nonzero
element.
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Linear Operators (cont.)

Example 3.27: Spin-1/2 Operators

Let's write out the matrix representations of the Sy, Sy, and S, operators in the
orthonormal basis {|12),|]2)}. We state without derivation that they are

A1 0 A0 1 R0 —i
Sz<—>5|:0 1:| SX<—>5|:1 0] 5y<—>§|:i 0:| (3.41)

Checking S; is easy because we defined it by its action on | 1,) and | |,), which are the
elements of the orthonormal basis we are using for this matrix representation:

2[4 0[] 4[4 B
sitdegle 1][1]=5]%] 30

which reproduce Equation 3.31.
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Linear Operators (cont.)

We have defined Sx and S, in terms of their action on | 1x), | [x) and [T}), |ly),
respectively, so one must apply the matrix representations of the operators in this
basis to the matrix representations of those vectors in this basis. The latter were given
in Example 3.14. Let's try one example here:

simez S o]l 3]--3] 3]--3w

which matches Equation 3.33.
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Linear Operators

Bilinear Form

With the concept of matrix elements, we show a useful way of writing out operators,
the bilinear form. (This is not explicitly discussed in Shankar.) The idea is to
generalize the way we write projection operators in terms of outer products to write all
operators in a similar fashion. Let {|j)} be an orthonormal basis for our space. Then,
inserting the projection version of the identity operator on both sides of an operator
Q, we have

n

Q=1Q1=" |kNkIQ)UI= D 1K= D lk) (] (342)

Jrk=1 Jrk=1 Jrk=1

That's it: the idea is that, once you have specified an orthonormal basis, you can write
any operator as a bilinear expression in the basis kets and bras, with the coefficients
simply being all the matrix elements in that basis. Note that this form depends on your
choice of basis because the {|j)} and the {;} depend on that choice. That said, the
above statement is an absolute equality, not a representation equivalence (i.e., not just
“—"). But note that this particular form will only be useful if one is working with
expansions of the vectors and dual vectors in terms of these specific {|j)} and {(j|}.
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Linear Operators (cont.)

Matrix Elements of Products of Operators

Using projection operators, it is easy to show that the matrix elements of a product of
two operators is found by simple matrix multiplication of the matrices representing the

two operators:

[QA]j = GIQAK) = (19 (Z |m><m> Nk) = G1QIm)(m|Alk)

=3 YAk (3.43)
m

Our matrix representation scheme remains consistent (operator product = standard
matrix product).
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Linear Operators (cont.)

Operator Adjoints

Since operators are completely determined by their actions on vectors, there should be
a way to define the adjoint of an operator that is consistent with our vector adjoint
definition. We in fact make the definition to require consistency: the adjoint Qf of an
operator £ yields the adjoint of the vector Q|v ) when it acts on (v |:

if |w)=Q|v) then (w]|=(v|Qf (3.44)

defines Qf. Recall our discussion showing that specifying the action of Q on all
vectors |v ) fully determines its action on all dual vectors (v |; the converse also holds,
so defining Q1 by its action on dual vectors thereby defines its action on vectors. For
linear operators, we can obtain an algorithmic formula for obtaining Qf from Q via
any matrix representation:

[2'], = d1efIk) = 19101 k) = (kI [2)])" = (kIal)) =0 (345)

where we reversed the order of the inner product because, at that point, [Q[j )] is just
a dual vector whose adjoint is [Q2]j )] and we know that (v |w) = (w|v)*. The end
result is that one simply transposes and complex conjugates a matrix representation of
Q to get the corresponding matrix representation of Q.
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Linear Operators (cont.)

Operator Arithmetic with Adjoints

Because taking the adjoint consists of transposing and complex conjugating, the
product rule for adjoint operators is identical to that for transposition:

[QA]f = AfQf (3.46)
which one easily proves by acting on an arbitrary vector:
(12 V)" = @A) = (Av)! ef = ((vIaT) @f = (viafol

This generalizes our prior rules for dealing with products when taking adjoints of bras
and kets: reverse the order of all the factors in a product and take the adjoint of each
factor independently.

The adjoint of a sum is of course just the sum of the adjoints.
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Linear Operators (cont.)

The above arithmetic rules carry over to the matrix representations of the operators,
so taking the adjoint of a product in matrix representation is straightforward.
Explicitly, the formula is

n

(o), = [Nat] =3 [A] [21] = 30K @in = D2 iy (347)
m=1 m=1

m=1

The next-to-last expression corresponds to: reverse the order of the matrices, complex
conjugate and transpose each matrix, then matrix multiply them. The last expression
is: complex conjugate each of the two matrices, matrix multiply them, and then
transpose the result.
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Linear Operators

Hermitian and Anti-Hermitian Operators: the Operators of QM

Hermitian and anti-Hermitian operators are defined by the relations
Hermitian: Qf = Q anti-Hermitian: Qf = —Q (3.48)
Remember that, by definition of operator adjoints, the above are equivalent to

Hermitian: Qlv) = |w) < (v|Q = (w| (3.49)
anti-Hermitian: Qlv) = |w) <= (v|Q = —(w|

The matrix representation versions of the above definitions are
Hermitian: Q) = Qy; anti-Hermitian: Qj = —Qy; (3.50)

A sum of two Hermitian operators is easily seen to be Hermitian. The product of two
Hermitian operators need not be Hermitian because the two operators have their order
reversed when the adjoint is taken: (QA)T = ATQT = AQ # QA in general.

Hermitian and anti-Hermitian operators are obvious analogues of purely real and
purely imaginary numbers. At a qualitative level, it becomes clear why the operator
for a classical physical variable must be Hermitian — we want our physical observables
to be real numbers! We will of course justify this rigorously later.
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Linear Operators (cont.)

Example 3.28: Projection Operators and Hermiticity

Let us show that our standard projection operator definition is Hermitian. Given a set
of orthonormal vectors {|j}}, j = 1,..., m that span the subspace Vp of a
n-dimensional inner product space that we want to project onto, we have

m T m
Gl = P = X6 =2 WD
j=1 j=1

P=

1M

What is ([ )(j|)T? We have an expectation that (|j}{j|)T = |j){j| based on our

definition of adjoint for kets and bras, but we have not explicitly showed that should be
true when the combination of kets and bras is an operator, not a ket or a bra. So, let's
go back to the definition of an operator adjoint, Equation 3.44. In this case, it requires

it ()GNIv)=Iw) then (w|=(v|(lj))§])T
Let’s just rewrite the first expression:

Glv) =Iw)
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Linear Operators (cont.)

Take the adjoint (which we can do since there are no operators involved now):

VG = (w]

This looks like the second half of our adjoint definition statement. That statement
becomes true if

NGNT =114l
which is what we expected, but now we have proven it explicitly. So, then,

m

i\JO\ Z

Projection operators are Hermitian.
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Linear Operators (cont.)

An alternate definition of a projection operator P is that P be Hermitian and that it
satisfy the rather unobvious condition

P2=p (3.51)
Let us show now that this definition is equivalent to our definition Equation 3.29.
First, we show that Equation 3.29 implies the above. We have already demonstrated
that it implies Hermiticity. Now let us show it implies Equation 3.51. Again, let {|j)},

j=1,..., m be a set of orthonormal vectors that span the subspace Vp of a
n-dimensional inner product space V that we want to project onto. Then

PP=>"10GID kY kl= > LUk k= > 1)kl =>_li)il=P
j=1 k=1 jok=1 jok=1 j=1

as desired.

Section 3.5 Mathematical Preliminaries: Linear Operators Page 135



Linear Operators (cont.)

Let us show the converse, that the conditions P2 = P and that P is Hermitian imply
our original definition Equation 3.29. The condition P? = P implies that, for any |v ),

P(P|v)) = P|v)

Let Vp be the set of vectors produced by acting with P on all |v) belonging to V. We
can see that this set is a subspace as follows. Suppose |v’) and |w’) belong to Vp.
By definition of Vp, there must be (possibly non-unique) vectors |v ) and |w) such
that [v/) = P|v) and |w’) = P|w). Then the linear combination «|v’) + 3|w’)
satistfies a|v’) 4+ Blw’) = aP|v) + BP|w) = P (a|v) + B|w)), thereby implying
that the linear combination belongs to the Vp also. So Vp is closed under all the
necessary operations, so it is a subspace.

Now, for any element |v’) in the subspace Vp, it holds that P|v’) = |v'), as follows:
For any such element |v’), there is at least one vector |v ) such that |v/) = P|v).
Since we know P(P|v)) = P|v), it therefore holds P|v') = |v').

So, we have that Vp is a subspace and P|v) = |v) for any |v) in Vp. Let {|j)} be an

orthonormal basis for this subspace, j = 1,..., m where m is the dimension of the
subspace. Then it holds that P|j) = |j) for these |j). Therefore, (k|P|j) = &, for
j,k=1,...,m. This gives us some of the matrix elements of P.
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Linear Operators (cont.)

Extend this orthonormal basis to be an orthonormal basis for the full space,
Jj=1,...,n where n is the dimension of the full space. We know (j |k ) = dj.
Therefore, for j=1,...,mand k=m+1,...,n, it holds

(kI(PL)) =1k) (L)) = (klj) = bk =0

G1PIR) = G1PIk) = (PT17)) 1) = (P 1K) = () 1K) = Gi1K) = 85 =0

we used the definition of adjoint operators, bras, and kets and the assumed
Hermiticity of P. §; vanished in both cases because we had j =1,..., m and
k=m+1,...,n: jand k are never the same.

The last matrix elements we need are easy. We want to know what (k |P|k ) is for

k=m+1,...,n. Since P|k) belongs to Vp while |k) is orthogonal to the
orthonormal basis for Vp, this matrix element always vanishes.
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Linear Operators (cont.)

To summarize,

, . Op  for j,k=1,....m
UIPlk) = { 0 otherwise

We may then use the bilinear form to write out the explicit form for the projection

operator:
P= 1NGIPIk)KI =D okl =>_ 1)l
Jsk=1 Jsk=1 Jj=1

which is Equation 3.29, our original definition of the projection operator for the
subspace spanned by the orthonormal set {|j)}, j=1,...,m.

We note that P2 = P does not imply P is its own inverse. Projection operators are in
general noninvertible. Let Vp be the subspace of the inner product space V onto
which the projection operator P projects. Consider a vector |v) in the subspace Vp
that is orthogonal to Vp, meaning that it is orthogonal to all the {|j)} comprising P.
Then Plv) =|0). But P|0) =|0) also, so P is not one-to-one, and hence cannot be
invertible. The only case for which this argument fails is for P = | because then the
subspace Vp has [0) as its only element.
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Linear Operators (cont.)

Example 3.29: Spin-1/2 Operators are Hermitian

You can see quite easily that Sy, Sy, and S; are Hermitian operators by simply taking
the complex conjugate transpose of the matrix representations we have already given.

For example,
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Linear Operators (cont.)

Unitary Operators: Operators that do Transformations in QM

Unitary operators are defined by the relation
ut=u-t (3.52)
By definition of operator adjoints, the above is equivalent to
Ulv) = |w) <= (v|U! = (w] (3.53)

We will obtain a definition in terms of matrix representations on the next page.

A product of unitary operators is unitary; one can see this by simply using the product
rules for adjoints and inverses. The appropriately normalized sum of unitary operators
need not be unitary: when one tests whether (U; + Us)(Ur + Uz)t/4 = I, one ends up
with two cross terms that do not give / unless U; = Us.

Unitary operators are like complex numbers of unit modulus, e®. Conjugating such a
number gives its multiplicative inverse, just as taking the adjoint of a unitary operator
gives its operator product inverse. In QM, unitary operators “transform” states —
they time evolve them, spatially rotate them, etc. You can think of them as the
analogue of the et and e’ factors in electromagnetic wave propagation, though of
course their effect is more complicated than that. They are of complementary
importance to Hermitian operators.
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Linear Operators (cont.)

Inner Products and Unitary Operators

Unitary operators preserve inner products; i.e.,
if [v/)=Ulv) and |[w’) = Ulw) then (w’|v') = (w]|v) (3.54)
The proof is trivial:
(w'v') = (Ulw))T (UIv)) = (w[UTU|v) = (w|v) (3.55)

We thus see that unitary operators are generalizations of rotation and other
orthogonal operators from classical mechanics, which preserve the R3 dot product.

One property of orthogonal matrices that carries over to unitary operators is the
orthonormality of their rows and columns in matrix representation, treating their
columns as kets or rows as bras. Shankar gives two proofs; we give the
matrix-arithmetic version to provide experience with such manipulations:

(column j|column k) = Zﬂ: U Ui = Xm: [Uf]jm Ui = [U*ULk =5y (3.56)

The row version is similar. Orthonormality of the columns and rows implies the
operator is unitary.
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Linear Operators (cont.)

Unitary Transformations of Operators

As we noted, unitary operators transform states, such as for time evolution or spatial
translation. One of the most basic questions we ask in QM is: how do the matrix
elements of some operator change under such a transformation. The interest in the
time evolution case is obvious; in other transformations, we are usually interested in
how the transformation of operator matrix elements is related to symmetries of the
problem.

Explicitly, we might ask: how is (w [Q|v) related to (w’|Q|v’) where |[v/) = U|v)
and |w’) = U|lw)? Of course the specific answer depends on the problem. But it is
generally true that the second expression may be written

(w'I2lv') = (UIw) 2 UIv)) = (w| (UTQU) |v) (357)

The states are now untransformed; instead, we consider the matrix elements of the
transformed operator, Q' = UTQU between the untransformed states.
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Linear Operators (cont.)

This concept has numerous applications. As we shall see next, we frequently would
like to use a basis of eigenstates of some operator H (states |v ) for which

H|v) = h|v) where h is a number). We can apply a unitary transformation to get
from our initial basis to such a basis, and the above transformation lets us see how
other operators are represented in the new basis.

Another application is time evolution. The standard picture is the Schrédinger
picture, in which we apply a unitary time evolution operator to the states. In the
alternate Heisenberg picture, we leave the states unchanged and apply the
time-evolution transformation to operators.
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Linear Operators (cont.)

Example 3.30: Particular Unitary Transformations of Spin-1/2 Vectors and
Operators

Let’s consider a particular set of unitary operators our standard C2 matrix
representation of this space:

0 _e—idginl
ia cos e i sin
U=e [ e sin ? cosé (3.58)

The four column-row orthonormality conditions leave four degrees of freedom for the
arbitary unitary matrix in this representation. This can be represented as one free
angle 6 that is the argument of the cosines and sines combined with three free phase
angles. We have taken one of the phase angles to vanish. Let's try it out on our
various states:

, 0 _g—idginl g
cos e sin 1 cos
0 i ) —e'® .
Ul 0.9)|1) = e [e,aas;nz cos & } [ 0] ¢ [e@sin@ }
) 0 _a—ipan b —ip gin &
o cos e sin 0| _ ial e sin
U(e,0,9)1z) < e |: elsind cosé } { 1 ] =€ [ cos 5 }
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Linear Operators (cont.)

In particular, we see that if we take 6§ = 7, then we obtain
U0 = m )l 1) = @) | § | el
U(er,0 = m,9)|2) < e@=7) { 0 ] o 71,

This particular unitary operator has rotated the | T,) and | |,) basis elements into each
other, up to unity modulus complex factors. With @ = 0 and ¢ = 0, the exchange
would be exact. This is equivalent to a spatial rotation of the physical space
coordinate axes of 7 radians about any vector in the xy plane.
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Linear Operators (cont.)

What about the action on the other possible bases?

Ul@=0,0 =m,¢=0)1x) <
Ule=10,0 =m,¢=0)|lx) <
Ula=0,0=m¢=0)|Ty) <

Ula=0,0=m¢=0)l,) <

- 5l ol

S

D= ] e
al=]em
=i 3] e

We see that the physical space rotation is about the y axis, so that the transformation
rotates | Tx) and | |x) into each other (modulo signs) and keeps |1,) and ||,)
unchanged (modulo unity modulus factors).
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Linear Operators (cont.)

How about unitary transformation of operators? Again, using « =0, 6 = 7, and
¢ =0, let's apply the unitary transformation to Sx, Sy, and S;:

: 0 1]A[1 0[O0 —1]_h[-1 0 B
USZU(_’{—l 0}2[0 1|1 o732 o 1]T7
+ 0 1]hfo0 1][0 -1]_h[ 0 -1 B
USXUH{A 0]2{1 oj[1 o]Ta[-1 o7 >
tcyo [ 0 1]R[0 —i][0 —1)_hlo —i]_

Uisu {—1 O}Q{i ojl1 o]T2|i o]

The sign flips on S, and Sy make sense, as we saw that the corresponding basis states
were rotated into each other, while the lack of change for S, makes sense because we
saw the unitary transformation left them unaffected except for prefactors of unity
modulus.

Note that one either transforms the states or transforms the operators, not both —
that's why the exchange of |1;) and | |,) and the sign flip on S, do not cancel one
another because one does not both of them, one does only one, depending on whether
you want to transform the states or the operators.
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The Eigenvector-Eigenvalue Problem: Formalism

Motivation

An eigenvector of an operator is a vector that is left unchanged by the operator up to
a scalar multiplier, which is called the eigenvalue. The vector |w ) is an eigenvector of
the operator Q2 with eigenvalue w if and only if

Quw) = wlw) (3.59)

The key point is that the eigenvector’s direction in the inner product space is left
unchanged by the action of the operator. An operator can have multiple eigenvectors,
and the eigenvectors need not all be different.

One of the postulates of QM is that measurement of any classical variable yields only
the eigenvalues of the corresponding quantum operator, with only the probability of
obtaining any particular value known ahead of time, and that the act of measuring the
physical quantity results in collapse of the state to the eigenstate corresponding to the
measured eigenvalue.

It is therefore not surprising that we must study the problem of eigenvalues and
eigenvalues in inner product spaces.

You have seen material of this type repeatedly, in your discussion of both normal
modes and of quantum mechanics in Ph2/12. As usual, though, we will proceed
methodically to ensure you understand the eigenvalue-eigenvector problem deeply.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)
Statement of the Problem

Given a linear operator 2. How do we find its eigenvalues and eigenvectors? We are
asking for solutions to the linear equation (/ is the identity operator)

Q) =wlv) = (Q—Iw)|v)=]0) (3.60)

Solution of the Problem

You know from studying linear algebra that the above equation is only true if the
determinant of any matrix representation of the operator on the left side vanishes:

IQ—lw| =0 (3.61)

This equation is termed the characteristic equation for Q.

Here we begin to get sloppy about the difference between equality = and
representation «<>: a determinant only makes sense for a matrix representation, not for
an operator, but we are using the symbol for the operator in the above equation. We
could dream up some notation to distinguish between the operator and a matrix
representation of it; for example, Q and [Q] or Q and Q. This will become very tedious
to carry along for the remainder of the course, though, so from here on we will have to
rely on context to distinguish between an operator and its matrix representation.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Section

To properly justify Equation 3.61, one must: 1) prove a general formula for the inverse
of a matrix when a matrix representation is specified; 2) assume that the operator

Q — | w is noninvertible so that [Q2 — /w] |v) = |0) does not imply |[v) =]0); and 3)
use noninvertiblity and the inversion formula to obtain |2 — / w| = 0. See Shankar
Appendix A.1, Equation A.1.7 and Theorem A.1.1.

The formula only can be written explicitly when a matrix representation is specified for
Q and |v ), which is only possible when an orthonormal basis is specified. Let's assume
this has been given. Then we can write out the determinant. Since we have put no
conditions on €, all we can say at this point is that the the resulting equation is a
nth-order polynomial in w where n is the dimension of the space: the diagonal of

Q — | w has one power of w in each element, and the determinant will include one
term that is the product of all these elements, so there is at least one term in w". So,
the eigenvalues will be given by the solution to the polynomial equation

po(w) =Y cmw™ =0 (3.62)
m=0

The polynomial p, is called the characteristic polynomial for the operator Q2. The
fundamental theorem of algebra tells us it has n roots, some possibly complex. If the
vector space’s field is complex, then these are valid eigenvalues; if the field were real,
then we say that some of the roots do not exist. Thus, any linear operator in a vector
space whose field is the complex numbers is guaranteed to have as many eigenvalues
as the dimension of the vector space. Since the eigenvalues are independent of the
basis and the matrix representation (Equation 3.60 is basis- and
rge[gresentation-indepl\?ndent), the characteristic polynomial must also be.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Once we have the eigenvalues, how do we find the eigenvectors?

Easy: for a particular eigenvalue w; and eigenvector |w; ), we have the equation
(@~ lw) lw;) =10) (3.63)

Since we explicitly know what the operator is — we know the elements of 2 and we
know w; — all we need to do is solve for the elements of |w; ). Formally, though,
because the determinant of the matrix on the left vanishes, we are not guaranteed a
unique solution. What we end up with is n — 1 independent linear equations that
determine n — 1 components of |w; ), leaving the overall normalization undetermined.
The normalization of |w; ) is arbitrary since, if |w; ) is an eigenvector, then a|w;) will
also be an eigenvector for any a.

Of course, if our vector space has a real field, which may result in some of the
eigenvalues not existing in the field, then the corresponding eigenvectors will also not
exist because we would simply not be allowed to write Equation 3.63 for that
eigenvalue.

In some cases, the above procedure will not yield the n eigenvectors in that one will
obtain |wj) = |0); this happens when there are degenerate (equal) eigenvalues. We
can prove some explicit theorems about the existence of eigenvectors and the nature of
the eigenvalues when the operators are Hermitian or unitary, which we will do below.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Example 3.31: In C3, rotation about the vector (X + y + Z) /+/3, which simply
cyclically permutes the three unit vectors.
The matrix representation of this operator, which rotates X -y, y —Zand Z — X, is
0 0 1
A — 1 0 O
0 1 0

The characteristic equation is

—w 0 1
0=|A-luw|=| 1 -w 0|=-w+1=0
0 1 —w
w =1 wy = e2mi/3 w3 = e 27i/3

If we had assumed R3, we would say that two of the eigenvalues and the
corresponding eigenvectors do not exist.

Let us find the eigenvectors for each case by calculating A — I w for each case and
solving (A —lw)|v) =10).
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

—1 0 1 Vi1 0 —vi1+viz=0
1 -1 0 %0 = 0 — vit —vi2 =0
0 1 -1 Vi3 0 vio —viz =0

= |w1) &«

=

As expected, the normalization is not set because the three equations are not
independent. The conventional choice is to normalize to 1, so in this case a = 1/\/§
As one would expect, the vector corresponding to the axis of rotation has eigenvalue 1.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

2mi
w2:e3
2mi 2mi
—e’3 0 1 Vo1 0 —e3 vy + Vo3 =
2mi 2mi
1 —e3 0 v2 [ =10 = wvi—e3 vp=0
2mi 2mi
0 1 —e 3 va3 0 vip—e 3 w3 =0
1
_ 2mi
e |UJ2><—>0¢ e 3
2mi
e 3

Since all the elements are unit modulus, we again may take @ = 1/\/§ Had we
restricted to R3, we would have said this eigenvector did not exist (which makes sense,
given that the eigenvalue would not have been in the scalar field of the vector space).
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

_2mi
w3 =€ 3
_2mi _ 2w
—e 3 0 1 Va1 0 —e 3 vz1+w3 =0
2mi _2mi
1 —e 3 0 V32 =10 - vii—e 3 vip=0
_2mi _2mi
1 —e 3 V33 0 vip—e 3 wv3i3=0
1
2mi
:>|w3><—>a e 3
_ 2mi
e 3

Again, we may take a = 1/\@ and, again, this eigenvector would be said to not exist
if we had restricted to R3.
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The Eigenvector-Eigenvalue Problem: Formalism

Degeneracy

What happens when two or more eigenvalues are equal? Intuitively, one sees that, if
there were two eigenvectors |w, 1) and |w,2) corresponding to the same eigenvalue w,
then any linear combination would also be an eigenvector with the same eigenvalue:

if Aw,1)=wlw,1) and Alw,2)=w|w,2) (3.64)
then A(alw,1) + Blw,2)) = awlw,1) + Bw|w,2) =w(alw, 1) + flw,2))

Hence, one expects that the formalism should be unable to pick between |w, 1),
|w,2), and any linear combination of the two. It in fact does have problems; in
general, rather than there being just one redundant equation when one solves for the
eigenvector, there are ny redundant equations where ny is the number of degenerate
eigenvalues. This is to be expected, as what the problem is saying is that all vectors in
a subspace of dimension ny are eigenvectors, and it's therefore entirely arbitrary which
ng of those vectors one chooses to be the nominal eigenvectors. Of course, if one
wants to span the subspace, one had better pick linearly independent ones.

We will show below that any pair of eigenvectors corresponding to nondegenerate
eigenvalues are always orthogonal. Motivated by this, the usual procedure is to pick a
convenient set of orthogonal vectors in the degenerate subspace as the eigenvectors.
They are automatically orthogonal to the other, nondegenerate eigenvectors, and
making them orthogonal provides an overall orthogonal (and hence easily
orthonormalizable) basis for the inner product space.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Theorems on Properties of Eigenvalues and Eigenvectors

The eigenvalues of a Hermitian operator are real.

Assume the Hermitian operator Q has eigenvalue w with eigenvector |w ),
Qlw) = w|w). Take the matrix element of Q between the ket |w) and bra (w]| (also
known as the expectation value of Q as we shall see later):

(W]Qw) = w{w|w) (3.65)
Also consider the adjoint of the above expression
wlQMw) = w*(ww) (3.66)
The two expressions must be equal because Qf = €, so we have
(w—w"){wlw)=0 (3.67)
Unless (w |w) = 0, which can only hold for |w) = |0), implying a trivial operator £,

we find that w = w*; i.e., the eigenvalue w is real.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Any pair of eigenvectors corresponding to nondegenerate eigenvalues of a
Hermitian operator are orthogonal.

Given two eigenvalues w; and wy and corresponding eigenvectors |w; ) and |wy ), we
have

(wj Qwk ) = (wj lwlwi ) = wilwj lwk ) (3.68)
and
oy 90wy = (2110)) ) = (@1 )) o) = (o)) o) = oy ] o)

(3.69)

= (wj |wjlwk ) = wj{wj lwk )

where we have used that Q is Hermitian and that its eigenvalue wj is real. We thus
have

(wj — wi) {wjlwk ) =0 (3.70)

Because we assumed nondegenerate eigenvalues w; # wy, we have (w; |wy ) = 0.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

For any Hermitian operator acting on an inner product space with a complex
field, there exists an orthonormal basis of its eigenvectors, termed its eigenbasis.

We will first prove this for the case of no degenerate eigenvalues. Our proof is
somewhat different than Shankar's.

The proof is almost trivial. Any Hermitian operator acting on a n-dimensional inner
product space with a complex field has n eigenvalues because the operator has a n X n
matrix representation, yielding a characteristic polynomial of nth order. As mentioned
before, it is guaranteed to have n complex roots. There are thus n eigenvalues,
nondegenerate by assumption here.

We have shown that, for nondegenerate eigenvalues, the eigenvectors of any pair of
eigenvalues are orthogonal. We are thus assured of a mutually orthogonal set of n
eigenvectors. It is trivial to render these orthonormal by picking their normalization
appropriately (the length of an eigenvector is arbitrary, recall).

Finally, because our orthonormal set is clearly linearly independent, and because it
contains n vectors, it is a valid basis for the n-dimensional inner product space.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

When represented in terms of a basis of its eigenvectors, a Hermitian operator's
matrix representation is diagonal and its diagonal elements are its eigenvalues.

Again, we take a different tack than Shankar. If we write € in a matrix representation
in which its eigenvectors are the basis, then its eigenvectors have matrix representation

1 ? 0
0 0

) o | | ) e jwn) <
0 0 1

The matrix representation of an operator in a particular basis's matrix representation
is given by the matrix elements of the operator between the basis members according
to Equation 3.37. So, here we have

0o --- 0
(@i lQw) - (o |Qwn) D
Q = . .. . (3.71)
(wnl@r) o (wn|Qwn) 0 0 - w

because the basis elements are eigenvectors of 2 and form an orthonormal set; that is,
because ij = (wj |Q\wk) = wk(wj |wk> = wkéjk.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Recalling our bilinear form for operators, Equation 3.42, we may also use the condition
Qjx = wjdjx on the matrix elements of Q in its eigenbasis to write the operator in the
form

Q= Z |wj ) (W) 1w Yk(wi | = Z lwj ywjdju(wi | = ij|wj (wjl (3.72)

Jrk=1 Jrk=1

This makes it explicit that Q's matrix representation is diagonal when the basis for the
matrix representation is Q's eigenbasis.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Degenerate case:

Even if one has degenerate eigenvalues, the above results still hold — one can still
construct an orthonormal basis of the operator’s eigenvectors, and then one can write
the matrix representation of the operator and it is diagonal. We are not going to be
strictly rigorous about proving this, but we can make a fairly ironclad argument.

Let w be an eigenvalue that is ny times degenerate. We know that the set of vectors
that are eigenvectors with this eigenvalue form a subspace because the set is closed
under linear combinations, as we noted earlier (the other arithmetic properties of the
subspace are inherited from the parent space.)

Let us assume for the moment that w is the only degenerate eigenvalue, so that there
are n, = n — ng nondegenerate eigenvalues. This provides n, mutually orthogonal
eigenvectors as shown above. Note also that our eigenvector orthogonality proof also
implies that these nondegenerate eigenvectors are orthogonal to any vector in the w
subspace because any vector in that subspace is an eigenvector of Q with eigenvalue
w, which is a different eigenvalue from any of the n, nondegenerate eigenvalues, and
hence the previously given proof of orthogonality carries through.

We thus have a n-dimensional vector space with a subspace of dimension n, = n — ny.
We make the intuitively obvious claim that the remaining subspace, which is the
degenerate subspace, thus has dimension ny and therefore has at least one linearly
independent basis set with ny elements.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Finally, we invoke Gram-Schmidt orthogonalization to turn that linearly independent
basis into an orthonormal basis. This basis for the degenerate subspace is
automatically orthogonal to the eigenvectors with nondegenerate eigenvalues, so
together they form an orthonormal basis for the entire space.

If there is more than one degenerate eigenvalue, one simply performs the above
procedure for each degenerate subspace independently.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

The eigenvalues of a unitary operator are complex numbers of unit modulus.

Consider the norm of an eigenvector |w) of the unitary operator with eigenvalue w:
(Wwlw) = w|UMU|w) = (w|w*w|w) = (W'w—-1) (wlw)=0 (3.73)

For nontrivial |w ), we have w*w = 1, and hence w must have unit modulus. (This last

step you can prove by writing w out in terms of real and imaginary components and
solving the equation for its components.)

The eigenvectors of a unitary operator are mutually orthogonal.

Consider a similar construct, this time the inner product of eigenvectors |w;) and |wy )
of two nondegenerate eigenvalues w; # wy:

(wj lwi ) = (W [UTUlw ) = (W |wFwrlow) = (wfwk - 1) (Wilwk) =0 (3.74)

For wj # wy, the quantity wwy — 1 cannot vanish unless w; = wy, which we assumed
did not hold. Therefore (w; |wi ) = 0 and we have orthogonality.

Of course, we can deal with degenerate subspaces in the same way as we did for
Hermitian operators.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Diagonalization of Hermitian Matrices and Unitary Transformations

Since we have shown that one can always construct an orthonormal basis of the
eigenvectors of a Hermitian matrix, we can write down a unitary operator whose
matrix representation in the original basis {|j)} is made up from the components of
those eigenvectors in that basis:

(Lot) o (Llwn)
Uq < . e . (375)
(nfwi) - (nlwn)
That is, we make up each column of the matrix from the expansion coefficients of the

eigenvectors in the original basis {|j)}: the first column contains the expansion
coefficients of |w1 ) in that basis, the second column contains those of |wz ) and so on.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Let's check that it satisfies the column-wise and row-wise orthonormality conditions
required of a unitary operator's matrix representation. First, the column-wise proof:

n n

(column j[column k) = "(m|w;)*(mwi) = Y (wj|m){m|wi) = (wj |wi ) = G

m=1 m=1

where we used the fact that the {|j)} are an orthonormal basis that span the space
and that the {|w;)} are an orthonormal set. Similarly, for the row-wise condition:

(row jlrow k) = 3 " (jlwm)* (klwm) = > (k|wm)(wm i) = (k|j) = bi
m=1

m=1

where now we use the fact that the {|w; )} are an orthonormal basis that span the
space and that the {|j)} are an orthonormal set.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

What does this unitary operator do? If we act on the column matrix representation of
one of the basis elements that defines the matrix representation, we find it gets
transformed into one of the eigenvectors; for example, acting on |n):

(Lwr) - (Llwn) 0 (Llwn)
Uqln) < . . =

(nfor) - (nlwn) J L1 (nlwn)
3 Glwn)li) EN o) = |wn)
j=1

where we again used the fact that the {|j)} are an orthonormal basis for the space to
collapse the sum over j. Similarly, the reverse transformation from the eigenvectors to
the original basis is performed by U;fz; we summarize these two statements as

w; ) = Ualj) ) = Ublw;) (3.76)
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

If Ug rotates the original orthonormal basis {|j)} to become the eigenvectors {|w;)},

and ng rotates the eigenvectors {|w;)} to become the original orthonormal basis
, we are led to the question: how does Uq act on the operator {1 that gave the
n led h i how d U h Q that g h
eigenvectors? Consider the following:

() 1920wk ) = (wj |Ug U Q UgUl|wic) = (j|UL Q Ualk) (3.77)

Since we know (wj [Q|wy ) = w;djk, it must therefore hold that the unitary
transformation

Q' = U} QU (3.78)

gives a new operator ' that is diagonal in the original basis {|j )} and has the same
eigenvalues, in the same order, as Q:

(wj 1Qwi) = (1Q27]k) (3.79)
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

More generally, given an operator A and the unitary operator Ug, we define the
transformed version A’ in the same manner

A = Uf A Uqg (3.80)

Whether or not this transformation gives an operator A’ that is diagonal in the
original basis {|j )} like Q' depends on A; we will return to this question soon.

Section 3.6 Mathematical Preliminaries: The Eigenvector-Eigenvalue Problem Page 170



The Eigenvector-Eigenvalue Problem: Formalism (cont.)

We must explain a subtle point about “transformations” versus “arithmetic
operations.” The above discussion gives us a new operator Q' = U;rz Q Uq that is
different from Q! The original operator Q is diagonal if one's matrix representation
uses the {|w;)} as the basis; the new operator is diagonal if one’s matrix
representation uses the original {|j)} basis. They are different operators and they
have different eigenvectors.

One thing that is confusing about this is that the operators 2 and Q' have the same
eigenvalues and thus their diagonal forms are the same. One is tempted to think that
they are the same operator. But, because they are diagonal in different matrix
representations, they are most definitely not the same operator. An explicit way to see
this is to write them out in the form given in Equation 3.72

n n
, S\
Q=3 wilw ) {w| Q' =3 Wl
j=1 j=1
The two forms involve outer products of entirely different sets of vectors, so they are

different operators; it is only the coefficients that are the same.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

We can see that each operator is diagonal in its own eigenbasis and not diagonal in
the other’s eigenbasis by writing out the relevant matrix elements:

(wj 1Qwk) = (ws | | D wmlwm ) {wm I} |wk ) = wjdjk

Lm=1

glalk) = ¢l {Zwmlwmﬂwm I} k) = {ZWmOIWm <Wm|k>]

(wj 19 |wi) = (wj Zwm|m m} |k ) {Zwm wj [m)( |Wk>]
gla'lk) =Gl {Zmnlmﬂm} k) = wjdjx
m=1

The matrix elements are diagonal for each operator in its own eigenbasis, but are not

necessarily diagonal for each operator in the other operator’s eigenbasis. We also see
we recover Equation 3.77,

(wj 19wk ) = wid = (1Q"[k)
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

There is something that muddles all of this. To obtain the representation of an
arbitary operator A in the matrix representation corresponding to the eigenbasis of €,
{|wj)}, we find we must apply the unitary transformation operation Ug;/\ U to the
matrix representation of A in the original basis {|j )} as a purely arithmetic
procedure. At the cost of some notational complexity, we can clarify the similarity and
difference between the unitary transformation as an operator transformation, yielding
a new operator A/, and its use as an arithmetic procedure to obtain a new matrix
representation of the same operator A. Let us use the following notation:

A\ = an operator on a vector space, representation-free

[ A ] __ the matrix representation of the operator A
Ty in the {|j )} matrix representation

[ A ] _ the matrix representation of the operator A
wj ) in the {|w; )} matrix representation
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Next, note the following relationship between matrix elements in the two different

bases:
(i M) = 37 (wilp)tp Il Na o) = D2 [Ub] (pIAIa) [Unly
p,q=1 p,q=1

So, the matrix elements are related by an arithmetic operation that is the same as
the unitary transformation. Using our notation,

— T
[A]\wﬁ*[uﬂ ]‘”[A]U)[ UQ]U> (3.81)
But we also have, based on A/ = UKTI/\UQ;
— 1
[ A Ty —[ U ]\n [ AT ta ]y, (3.82)
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

We may therefore state

(A ]y =T ), (3.83)

which is no doubt incredibly confusing: the matrix representation of the
unitary-transformed operator A’ in the original {|j)} basis is the same as the matrix
representation of the untransformed operator A in the eigenbasis {|w;)}. Thus, one
has to be very careful to understand from context whether one is staying in the same
basis and transforming the operators or whether one is going to the matrix
representation of the eigenbasis. The matrix representations will look the same! We
usually want to do the latter, but in practice do the former.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Going back to Equation 3.77, let's consider another possible source of confusion. Is it

completely clear what we mean by Uqg and [ Uq ]|j>? We defined Uq by its matrix

representation in the {|j)} basis, and that is what we mean above by [ Ug ]U> and

its adjoint. That's clear and unambiguous.

But confusion may arise when one asks the obvious follow-on question to: what should

the matrix representation of Ug in Q's eigenbasis, [ Uq ]‘w_>, be? Should it be the
J

identity matrix because no transformation is needed if one's matrix representation is
already in the eigenbasis of Q? Applying Equation 3.77, we obtain

[ U], =] U Ln[ o Jjy [ Yo Iy =1 te 1)

which indicates that Ug has the same matrix representation in the two bases. Which
is correct: is Ug's matrix representation independent of basis, or should Uy become
the identity matrix in the eigenbasis of Q7

The confusion arises because we have been a bit ambiguous about what is meant by
Uq. Uq is the operator that transforms {|j)} into {|w;)}. This depends on both
{l/)} and {Jwj)}, not just on {|w;)} (and thus not just on ). Really, we ought to
label Ug as Ujjy_,|,;) because U is defined in terms of {l/)} and {|w;j)}; it depends
only indirectly on Q through the fact that Q determines what the {|w;)} are. If one's
basis is already the eigenbasis of €2, then the unitary operator one wants is

U|wj Yo lwj) = I. That is a different operator from Umﬂ‘w).
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Thus, strictly speaking, the preceding equation that relates the matrix elements of Ug
in the two bases should be written as

[ Uiy—tu ]M = U ]m[ Uiy —1wp) ]|j>[ Uiy —1wp) ]u>

=[ U= | (3.84)
li)

The matrix representation of U|j>H|wj> is indeed unchanged by the unitary

transformation. The resolution of the misconception is that this is no longer the

operator one wants: if working in the |w;) basis, one wants U‘w/,)_,‘wj) =1/. The

above form for [ UU>HM> ]I \ is therefore not wrong, it is simply not useful. It
wj

now would rotate the eigenbasis of Q2 to some new set of vectors in the space that are
neither the original basis nor the eigenbasis of Q.

Clearly, there is much opportunity for confusion. We cannot use the above notation in
general because it is too complicated to carry around. We will have to rely on context
to understand which Ug we are interested in. One saving grace, though, is that, once
we have decided which bases Uq will transform between, then its matrix
representation is independent of basis choice. Therefore, we will not need to write

[ Uq ]|j>, we can simply write Uq.
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The Eigenvector-Eigenvalue Problem: Formalism

If Q and A are two commuting Hermitian operators, there is a basis of common
eigenvectors in whose matrix representation both operators are diagonal.

As usual, first let's do the nondegenerate case. Assume that Q has no degenerate
eigenvalues, and that its eigenvalues and eigenvectors are, as usual, {w;} and {|w;)}.
Then we have

A [Q\w_,- )] = wil|wj)
Using the fact that Q and A commute, we therefore have
Q [/\\wj >] = wil|wj)

So, if |wj ) is an eigenvector of £, so is Alw;). Assuming no degeneracies, then Alw; )
must be just a multiple of |w; ), Alw;) = Aj|lw; ), because the eigenvector |w; ) is
specified completely up to a multiplicative constant when the eigenvalues of Q are
nondegenerate. But the statement Alw;) = Aj|w;) says that |w; ) is an eigenvector of
A, too, with eigenvalue );. Hence, the eigenvectors of {2, which are orthonormal and
provide a matrix representation in which Q is diagonal, are also a set of eigenvectors
for A and thus provide a basis in which its matrix representation is diagonal, too.

Note that the {\;} may not necessarily form a nondegenerate set. The lack of
degeneracy of Q prevents this from being a problem.

Section 3.6 Mathematical Preliminaries: The Eigenvector-Eigenvalue Problem Page 179



The Eigenvector-Eigenvalue Problem: Formalism (cont.)

Degenerate case:

Of course, as usual, one must think more in the degenerate case because, if w; is a
degenerate eigenvalue, then the fact that |w;) and Aw;) are both eigenvectors of Q
with eigenvalue |w;) does not imply Alw;) = Xj|w;); A could map |w; ) somewhere
else in the degenerate subspace of eigenvectors of 2 with eigenvalue w;. It is
straightforward to deal with this. Let us consider three cases:

» A has degenerate eigenvalues but Q2 does not.
As we stated above, this has no effect on the proof because it is nondegeneracy
of Q's eigenvectors that we relied on.

» Q has degenerate eigenvalues but A does not.
Simply exchange their roles — use A's nondegenerate eigenvectors as the
diagonalizing basis.
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The Eigenvector-Eigenvalue Problem: Formalism (cont.)

» Both Q and A have degenerate eigenvalues, with no correlation between
which ones are degenerate.
Consider a degenerate subspace of 2. Remember that one has complete
freedom to pick a basis for the subspace — any basis will be orthogonal to all
the other eigenvectors, and the subspace basis can always be made orthonormal
using Gram-Schmidt. If A is not degenerate in this subspace, then simply use
N's eigenvectors in the subspace. If A is only partially degenerate in the
subspace, then break the subspace into subspaces using A's subspaces. Then
the choice of basis for the residually degenerate subspaces is arbitrary and can
always be made orthonormal.

The same holds if Q and A are equally degenerate in any given degenerate
subspace — just create an orthonormal basis via Gram-Schmidt and it will be a
perfectly good one.

The same holds in reverse, of course — if A has a degenerate subspace but Q is
nondegenerate or partially degenerate there, use Q to further divide the
subspace or to provide a basis for it.

Shankar has some discussion about the fact that matrices that are block diagonal in a
subspace. It's not really necessary, as the discussion of block diagonal matrices
assumes that one has already created a basis for the degenerate subspaces of Q2
without consulting A. Even if one has, one can always pick a new, less degenerate one
with A’s help.
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The Eigenvector-Eigenvalue Problem: A Worked Example

Example 3.32: Shankar's Normal Mode Example

Shankar's Example 1.8.6 does a normal mode problem in mechanics to demonstrate
the entire above procedure. We do the same problem but a bit more explicitly so the
various representations and operators involved are made more clear.

The problem consists of two masses coupled to each other by a spring and to fixed
walls on either end. The position of each mass is measured relative to its rest position.
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

Newton's Second Law for the system gives two coupled ordinary differential equations,
which we may write in matrix form as

X1 n 5 2 -1 x| _[oO

Xo m| -1 2 xx | |0
One assumes a harmonic solution with time dependence e/t (of which we will take
the real part in the end), so that

el et A

This form enables us to evaluate the time derivatives, leaving

(L2 2] x0 =[] (3.85)

where \ = w?/(k/m).
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

Let's translate the above equation into the language of inner product spaces and
operators. The basis we begin with for this space, the one whose matrix
representation we have used implicitly, is

verlo] Rl

(We subscript the < with the basis to show which matrix representation is being
used.) We will denote this basis as the coordinate basis for this example because it is
the basis in which the coefficients of the expansion of the state are just the
coordinates of the two masses. An arbitrary vector (state for the system) is

|x>:xl\1>+xQ\z>Txl[ ! }+X2[ 0 } _ { xi ]

x2

We define an operator A by its matrix representation in this basis, the 2 X 2 matrix in
Equation 3.85:
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

The above equation is then of the form
(N=1X)|x)=0) (3.86)

where divide out the e/t factor because it never vanishes. Clearly, this is a
characteristic equation of the form of Equation 3.61.

We proceed with the solution as outlined earlier. We find eigenvalues and eigenvectors:

k 1 1}
A1 =1 w1 = — A — —
! TV m A1) |j>\/§[1

X 17 1
A2 =3 —4/3 — o) s
2 2=V h P2 = ﬁ[*l}

Since these eigenvectors and eigenvalues solve Equation 3.86, they solve
Equation 3.85 and thus provide the two possible solutions to the problem,

(1)) = e “1f|x) Ma(t)) = e “2f|2)
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

A generic solution is thus of the form (representation-free and coordinate basis
representation versions):

Ix(t)) =R [cle"w] A1)+ R [Qe"wzf] 2) (3.87)

[ 28 ] :R[% e’“l‘] { i :|+R[% e’W} [ _1 ] (3.88)

where R indicates “real part” (and Z will indicate “imaginary part”). If we use the
initial position and velocity conditions on the two masses, we find

o= x1(0) + x2(0) i Xx1(0) + %2(0) o= x1(0) —x2(0) i Xx1(0) — %(0)

V2 w1 V2 V2 w2 V2

and thus, the full solution is

{ 2%3 } {[X1(0)+X2(0)] cosw1t+f[xl(0)+XQ(O)] smwlt} [ i } (3.89)
+ {[n(O) — x3(0)] coswat + ;2 [%2(0) — 52(0)] s.nw2t} [ ]

Correct, but ugly and unilluminating.
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

Let us now make more use of the machinery we have developed in order to obtain the
same solution in a more elegant form that will generalize better to a larger vector
space. In representation-free form, our solution was Equation 3.87, here written a bit
more generically and also writing out the time derivative so we can make use of the
initial conditions:

2 2

x(1)=>"R [cjeiwﬁ] ) x(1)=>_R [iw,-cje"wf't] IA)

=1 =1
Let's relate the {¢;} to the initial conditions in a more generic fashion than we did

above. Take the inner product of both with ()| at t = 0, making use of the fact that
(Aj [x(0)) and (Xj|x(0)) are real by construction:

(i [x(0)) = Rl¢] (N [x(0)) = Rliwjg] & —%(Aj 1X(0)) = Tlq]
J

So, we may write our solution as

x(0) = SR { [0 x(0)) -

j=t

N

;
wj
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

Let's reduce this by making use of the fact that both inner products (); |x(0)) and
(Aj [%(0)) are real, followed by rewriting in a suggestive form:

2

=3[« [ A, [x(0) ) cosw;t + (A [%(0 )>wjflsinwjt] IA)

Jj=1
2 2
Z Y(Aj|coswjt| [x(0)) + Z YOV |wj_1 sinw;t| |%(0))
j=1 j=1
Define some operators:
2 ' 2
U(t) =D 1A ) et Q=> NN w
j=1 j=1
Ut) =Q71U() = D I\ [ w et
Jrk=1

2 2
Ur(t) = RIU(D] =D I\ )N [coswjt Uy(t) = Z[U(D)] = D [\ ) [w) Fsinw;t
j=1 Jj=1
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

U(t) is manifestly unitary. Q is manifestly Hermitian. Ug(t) is just the “real part” of

U(t) (where, by real part, we mean we take the real part of its diagonal matrix
representation). U(t) is almost unitary; it would be if not for the Q~! factor. Uj(t) is
its imaginary part. Using these new operators to rewrite, we have

x(£)) = Ur(1)[x(0)) + Uy (2)I%(0))

So, we have a very simple expression for the time evolution of the state from its initial
conditions. This result is complete — this fully specifies the time evolution.

However, we have not quite gotten to an expression that is as explicit as

Equation 3.89 because we have |x(t)), [x(0)), and |X(0)) rather than the matrix
representations of these kets in the coordinate basis. We insert the identity operator
and take the inner product with (j|:

U Ix(2)) ZOIUR(t k) (K [x(0 +Z(/|U/(t k) (k [x(0))
= k=1
where we inserted the {|k)} version to facilitate projecting the initial state onto the

coordinate basis and took the inner product with (j| to project the state at t onto the
coordinate basis.
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

Written out in matrix representation, we thus have

[ 1y = [ Ur(®) Ty [ xO)) Ty + [ Tice) ] [ 1%(0)) ], (3:90)

li
[0 )<L, [ 29 ]+ [aw ], [29] e

The only thing missing here is that Ug(t) and Uj(t) are diagonal in the {|\; )} matrix
representation, but not in the {|j)} representation. To get between the two, we will
need the unitary operator that transforms the {|j)} basis into the {|);)} basis, which
was defined in Equations 3.75 and 3.76:

() (1) ]_ L [1 1
R 77 | @) <2|A§>}*$[1 —1}

_ pf
Note that R|j>,|/\j) = pr);‘])
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

With the unitary transformation operator in hand, let’s use the arithmetic relation that
lets us obtain the matrix representation in one basis from another, Equation 3.81, to
obtain a more explicit expression:

[x®) Ty, =] Ry ]lm[ Ur(®) T,y [ Rixoai ]M[ () 1,
+[ R ]M[ () ]M[ Rix b ]M[ %(0)) 1
=[ Rirn ], DO Ty [ Rl ]y, O 1y

[ R [ [0 ] T Rl Ty, [O) 1,
’ (3.92)

where we used RUM)\;‘) = th\_> 0 and the fact that the matrix representations of
)
Rijy.|5) in the {lj)} and the {|)\;)} bases are the same, Equation 3.84.
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

Writing out more explicitly,
x1(t)
{ () } (3.93)
i 1 1 coswit 0 i 1 1 x1(0)
T2 1 -1 0 coswat | 2| 1 -1 x2(0)
L[ 1][et o sinwit 0 171 1] %al(0)
V21 -1 0 w2—1 0 sinwpt | 2| 1 -1 x2(0)
which, you can check, is identical to Equation 3.89. It may look ugly in comparison,
but it is much clearer about what is happening in obtaining the state at time t from
the initial state. We start with the initial condition column vectors on the right side.
Then we apply a unitary transformation operator to rewrite those initial conditions in
terms of the eigenbasis of A. We then apply a diagonal time-evolution operator — this
explicitly separates the time evolution of the two normal modes (eigenvectors). Then,
we apply a unitary transformation to rewrite that final state in terms of the coordinate
basis to get the desired final position of the masses. You can easily imagine how this
can be generalized to an arbitrary number of masses n: all the matrices will grow to n

dimensions, the unitary transformation matrix to go between the two bases will get
more complicated, but the time evolution pieces will remain the same in form.
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The Eigenvector-Eigenvalue Problem: A Worked Example (cont.)

The situation actually simplifies in QM. The Schrédinger Equation is a first-order
differential equation in time, so we will only require something like the first term. The
remainder will remain almost exactly the same. The product of the three square

matrices in that term will be called the propagator because it propagates the initial
conditions to a final state.
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Unitary Transformations Revisited

Generic Unitary Transformations
The unitary transformation operator that arose in the eigenvector-eigenvalue problem

transforms from the original orthonormal basis {|j)} to the eigenbasis {|w;)}. It was
initially defined by its matrix representation in the {|j}} basis, Equation 3.75

<1|"-’1> <1|wn>
Uq «

(nlwr) - (nlwn)

which we showed was equivalent to the representation-free statement given by
Equation 3.76:

Uali) = lwj) Ublw;) = 1)

We could have instead simply used the first of the above pair above equations
combined with the requirements of linearity and unitarity.
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Unitary Transformations Revisited (cont.)

There was nothing about the above operator that was specific to the fact that {|w;)}
is an eigenbasis except for its effect on Q. The definition of Uy simply required two
orthonormal bases. Given any two orthonormal bases {|j}} and {|j’}}, we can define a
unitary operator in representation-free fashion by the generalization of Equation 3.76,

U|J'>7U')U>:U,> U|Tj>y|jl>|j,>:U> (3.94)

The subscripts denote the bases that U transforms from and to, in that order. The
matrix elements of U in the two bases are

G0y 151k = G Uy, 1k)) = Glk") (3.95)
U7y gk = (Uf,->,|,-/>lj’>)T k") =(Glk")

That is, the matrix representation of UU),IJ") is the same in the two bases and is the
generalization of Equation 3.75,

@xpry - (")

Uiy e : (3.96)

Py Ly o e
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Unitary Transformations Revisited (cont.)

As before in Equation 3.80, U};y,;+ ) transforms operators into new operators:

AN =U'

ity M Yinin (3.97)

It also performs the equivalent of Equation 3.77, the arithmetic operation that
converts the matrix representation of an operator in the {|j )} basis to its matrix
representation in the {|j’)} basis

(A Ty = Yl 1y, LA Dy LU 1y (3.98)

(the proof is identical to the one given leading up to Equation 3.77). And, as before in
Equation 3.83, we have the confusing relation

LA gy =TA 1y (3.99)

that relates the matrix representation of the transformed operator in the
untransformed basis to the matrix representation of the untransformed operator in the
transformed basis.

Finally, it should be evident from Equation 3.94 that Uy = UE.> iy
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Functions of Operators

Does it make sense to consider functions of operators; e.g., f(Q) = e® where Q
is an operator?

Yes, it does, as long as we consider functions that can be written in terms of power
series expansions. In such cases, if the power series expansion is

f(x) = Z crx
k=0

then we simply make the obvious definition
o0
F(Q) =) cn (3.100)
k=0

But, under what conditions does the expansion converge in the same way that the
power series expansion converges?
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Functions of Operators (cont.)

To answer that question, we need to consider only operators that are Hermitian so we
are certain they can be diagonalized. (Of course, the set of operators that can be
diagonalized is larger, but we will only find it necessary in this course to consider
Hermitian operators.) If we consider the operator in its eigenbasis, then it is diagonal.
In that basis, Q" is given by taking the nth power of the diagonal, element-by-element.
For example,

(@], =D Qg = D widiwidyy = wiw;bj = wid;
k k

One can show in a similar way via inductive proof that the above property holds for Q".
So, then, the expansion of £ converges if the expansion converges for each eigenvalue

when considered as a function of a number, not an operator; if it did not converge for
some or all eigenvalues, some elements of the diagonal would be undefined.
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Functions of Operators (cont.)

A typical example is simple exponentiation. In Q's eigenbasis, we simply have

wi 0 .. 0 1%

k=0 k=0
0 Wn
[ 2% %"-’f 0 0
— 0 Zfio k! wé
L 0 Zio 07 wk
[ ewl 0 ... 0
0 ew?
e ... ewn

Related examples are

Section 3.8

sines and cosines and their hyperbolic counterparts.
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Functions of Operators (cont.)

When more than one operator is involved

The above examples went fairly easily because only one operator was involved. As
soon as one starts working with expressions involving multiple operators, things begin
to break down. A very simple example is exponentiation. Let’s consider two
expressions that would be equal if we considered numbers rather than operators:

oo

o 1
TN =37 (a0 + BN

=1+ (aQ+BA) + = (a9+5/\ +Z—(aﬂ+ﬁ/\)
k=3

1 =1
+ (@@ + B + 5 [0°Q% + aB (AN + AQ) + B2N7] + > o e+ BA)*
k=3

onn - [522 | [ 2 o]

k=0 m=0
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Functions of Operators (cont.)

Because the two expressions are equal for numbers, we know that it's just a matter, in
the first expression, of moving all the Qs to the left and the As to the right. But, if Q
and A do not commute, then that can’t be done and the expressions are simply
unequal in general.

Is this consistent with our statement about moving to the operator’s eigenbasis
to compute functions of operators?

Absolutely. We showed that if two operators commute, then they can be
simultaneously diagonalized. If they can be simultaneously diagonalized, then the
above exponential expressions can be evaluated for the diagonal elements in the
eigenbasis and the two expressions will be equal. Conversely, though we did not show
it, it is certainly true that two operators cannot be simultaneously diagonalized if they
do not commute!. Hence, we would find that if we moved to the eigenbasis of one,
say €, to compute its exponential from its diagonal elements, we would still not be
able to commute © and A because A would be nondiagonal in Q's eigenbasis.

1 . . . .
Proof by contradiction: suppose two operators that do not commute could be simultaneously diagonalized.
Then there is a basis in which they are both diagonal. Diagonal matrices always commute. Whether two operators
commute is independent of basis, so the two operators must commute in general. Contradiction.
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Calculus with Operators

How about differentiation?

Consider differentiation of an operator © whose elements are functions of a numerical
parameter, A. (No, we don't consider differentiation of an operator with respect to
another operator!) The natural approach is to just write the standard definition of
differentiation, replacing the function with the operator:

O(A+AN) —0())

d
—0O(\) = lim (3.101)
dX AN—0 AN
Since this operation is linear in the operator, the result is found by simple
element-by-element differentiation of the matrix representing the operator:
d d d
—O(\ = —[0)], = —06;(\ 3.102
[450W)] = 45100 = rei (3102)

where the last two expressions are two different notations for the same thing. It may
not always be possible rewrite this simply in terms of the original operator, but the
algorithm is straightforward.
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Calculus with Operators (cont.)

In some special cases, this simplifies. For example, consider exponentiation of a
constant Hermitian operator with A as a multiplying parameter, e We can
calculate this in two ways: eigenbasis and power series.

» In the eigenbasis:

{iem} _d [em]j _ iem,&j — e isy = [Qem]
i j

dX Y dX i

where we were able to make the last notationally simplifying step only because
of the particular form of the derivative of an exponential. Because this form is
valid element-by-element in the eigenbasis, it therefore holds that

4 20 _ e
dX

Of course, we could have placed Q2 on the right side too since Q and e
commute.
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Calculus with Operators (cont.)

» By power series:

d AQ = d 1 kk = 1 k—1nk—1
L3 L S akk| =5 = \k-lg
B =X [k! Z(k—1)!

In either case, the process was simple because the dependence on A was simple; Q did
not also depend on A. It will in general be more complicated.
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Calculus with Operators (cont.)

And integration?

Integration is also a linear operation, so, it can always be written as
element-by-element integration as we did with differentiation:

A A
[ d\' o(\ )] :/ dX\’ [@(/\')Lj = dX 9;(\") (3.103)
Ao if Ao Ao

where again the last two expressions are notationally equivalent. And, of course, in
simple cases, such as the above exponentiation case, the result comes out cleanly and
simply. Let’s do the power series version:

>\ ’
d)\’QeAQ:Z dA Q[ } Z(k+1 (k+1_)\é+1)§2k+1

Ao

= 1

§ — ()\m _ )\gr) QM — e)\Q _ e)\OQ
m:

m=0
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Calculus with Operators (cont.)

Note that we could only get the nice clean result with a perfect differential — if we had
not put the Q in front, we would have been missing a factor of Q in the infinite sum.
If Q were invertible, we could have inserted a factor of Q7 1Q = | and obtained

)\ ’
/ A\ N2 — -1 (e,\Q 7e>\09>
A

0
That's a special case, though.

Shankar summarizes the above examples by saying that, if one only has a single
operator involved, then in general the standard expressions for numbers go through.
We have added the caveat that one has to be sure that no division is necessary. In
general, one must work through the power series expansion to be certain of doing
things correctly.
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Infinite-Dimensional Generalization: Examples

Examples of Infinite-Dimensional Vector Spaces

Before getting into the business of how we generalize our previous work to infinite
dimensions, let's first think of some examples. Vector spaces utilizing functions are the
easiest way to obtain infinite-dimensional vector spaces. Three examples, seemingly
similar but quite distinct:

» All polynomials on the real line
The way to see the dimensionality of this space is to explicitly construct a basis.
Let's denote each power of the argument of the polynomial x as a basis vector:

[n) «— x" (3.104)

Any polynomial is just a finite linear combination of these basis vectors with real
or complex coefficients (depending on the field we choose). Thus, we are
assured the closure requirement is satisfied. The other arithmetic axioms follow
quickly from the arithmetic properties of real or complex numbers. We thus
have a basis set that is infinite, and hence the space’s dimension is infinite. One
important fine point is that space is infinite in the way that the integers are
infinite — there is a “countably infinite" number of basis vectors.
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Infinite-Dimensional Generalization: Examples (cont.)

» All infinitely differentiable functions on the real line
By infinitely differentiable, we mean that the function can be differentiated as
many times as one wants at any point and never yield nonsense (i.e., infinity). It
is fine for the derivatives of some order and higher to all vanish; such functions
would be polynomials. But the vector space is much larger than the
polynomials. One might be tempted to think that is is not: because of the
differentiability requirement, any function in the set can be written as a
countably infinite sum (3572)) of polynomials, and hence one might think it is
only “countably infinite squared”, which is just countably infinite. But consider
that the sinusoids belong to this vector space. The period of the sinusoid can
take on any real number value. These are all linearly independent because no
sinusoids can be written in terms of other sinusoids when one considers the
entire real line. So the number of sinusoids is at least a infinite as the set of real
numbers. In a math class, one would prove that the set of real numbers is much
more infinite than the set of integers.
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Infinite-Dimensional Generalization: Examples (cont.)

» All infinitely differentiable functions on the interval [0, 1]
The distinction between this space and the space of such functions on the entire
real line is that this set is only countably infinite. You know from your study of
Fourier series in Ph2/12 that any reasonably smooth function on an interval can
be represented by a sum of sines and cosines. What is special about restricting
to the interval is that one need only consider sinusoids that fit an integer
number of periods in the interval to represent all functions on this interval. The
sinusoids can be labeled with an integer (the number of periods) and whether
they are sine or cosine. This set of functions is countably infinite and spans the
entire space. Hence, the space is only countably infinite-dimensional.

Note that we have not yet attempted to define an inner product to make these inner
product spaces. That is where much of the subtlety enters.
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions

Functions Spaces on a Finite Number of Points Revisited

Recall our many uses of the example of complex-valued functions on n discrete points
in the interval [0, L], Examples 3.4 and 3.22 among them. We considered n points
spaced out by A = L/(n+1), x; =j A with j =1,...,n. Our vector space is the set
of functions on this discrete set of points, {f({xj}}. We have a matrix representation
in which each vector is represented by a column matrix consisting of the value of the
function at the n points,

) o : (3.105)
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

The corresponding basis is the set of n functions that take on value 1 at the jth point
and zero elsewhere:

1 0 0
0 1 0

1) < . [2) « . [n) < . (3.106)
0 0 1

Any vector f is simply written as

IF) = f)li) (3.107)
=1

The inner product is just the obvious matrix multiplication, which gives

Ulk) =0 (3.108)
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

The above form for the inner product immediately tells us we can recover f(x;) using
the inner product:

n

GIF)Y =D F) G k) = F(x) (3-109)

k=1

This is a particularly important relation, as it shows us how to recover the function
from the abstract vector. Our orthonormality relation also tells us that the inner
product of two arbitrary vectors is

(Flg) =D ) etx)lk) = (x)e03) (3.110)
Jsk=1 j=1

The norm of a vector is thus

(FIF)y =" |F))? (3.111)
j=1
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

The identity operator may be represented in the standard fashion,
n
Doiil=1 (3.112)
j=1

This equality of the sum over all basis elements to the identity operator is also known
as a completeness relation. It will prove important below.

Section 3.10 Mathematical Preliminaries: Infinite-Dimensional Generalization Page 214



Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

Now, we want to take the limit of n — oco. We need to redefine the inner product,
though, to prevent it from becoming infinite:

(fFlg) Z £ (x) &(x)) (3.113)
Now, as we let n — oo, we recognize that the sum converts to an integral:

lim Zf (xi) g(xi)A = / dx £*(x) g(x)

n—oo

Note that the index has not just gone from finite to countably infinite; it is now as
infinite as the real numbers. It makes no sense to talk about j anymore, we must now
label the points on which the function is defined by their position x. For functions on
an arbitrary interval [a, b], we may generalize this to

b
(rle) = [ axr ()

a
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

With the transition from the index j to position x, we also must sort out what
happens to our basis kets. Consider their matrix elements. Clearly, we still require
(x|x") =0 for x # x’. To figure out what we need for x = x’, let's require that our
completeness relation, Equation 3.112, still hold. It now takes the form

n b
Jim STALGI = [ x| = 1 (3.114)
j=1 :

(We again use our standard method for converting the finite sum to an integral by
inserting A. The change of dummy variable from x to x’ facilitates the next step.)
Let's apply this to (x| on the left an an arbitary ket |f ) on the right:

b
/ dx” {x |x"Wx"|F) = (x| 1]f) = (x|F)

a
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

We would certainly like to still have (x |f) = f(x) as we had in the finite case because
we want to preserve our original finite-case definition, in which the coefficients of the

expansion of the vector in orthonormal basis are the function values. Also, it provides

us a means to relate the abstract vector to the function, which we must be able to do
to define the vector in the first place! This requirement turns the above equation into
a condition on (x|x’):

b
/ dx’(x x" ) F(x") = F(x)

a

We shall rewrite the above condition using the fact that we have already required that
(x|x") =0 for x # x’ (and assuming a < x < b):

b X+e
f(x):/ dxl<x‘xl>f(xl):/ dX/<X|X/>f(X,) fOr anye>0
X+€
:f(x)/ dx’{x|x") foranye>0

—€

where the last step is possible assuming f(x) is continuous at x.
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

Since f(x) was arbitrary, we therefore have a generic requirement on (x [x'):

X+e€
1:/ dx’(x|x") foranye>0 (3.115)
X

—e
which needs to be coupled with our orthogonality requirement

(x|x") =0 for x#x'
We shall designate (x |x’) by 6(x — x’) (because its value only depends on the

difference x — x’) and refer to it as the Dirac delta function. We shall discuss its
properties in detail below, but the above integral definition is really all we need.
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

Motivated by the above, let's rigorously define our continuous x limit, pointing out
how our earlier concepts of matrix representation apply:

» Our space consists of all the functions on the interval [a, b]. |f) designates the
vector space member.

» We take as an orthonormal basis the kets {|x )} that are defined by

(x|x"y=0 for x#x'

I\ __ _ !
xT) =0(x=xT) = e gr i x "y = 1 for any € > 0

(3.116)

The above implicitly defines the inner product for the space, also.

» We define an arbitrary vector |f ) by its expansion in the {|x)} basis, which is
given by the original function to which |f ) corresponds:

b n
f(X)T»\ﬂ:/ dxf(x)|x):n|LmOOZAf(>g)|j) (3.117)
a j=1

(We have snuck in here the definition of an integral with |x) in the integrand,
providing the limit to clarify what this means.) That is, the function f(x)
provides the expansion coefficients of the vector |f) in the {|x)} basis.
Equivalently, the function 7(x) is the matrix representation of the vector |f )
in the infinite-dimensional {|x )} orthonormal basis.
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

» Our inner product rule (x [x’) = §(x — x’) along with the expansion of |f) in
this basis | ) = [ dx f(x)|x) imply

b
(x|f) :/ dx! (x |x"VF(x") = F(x) (3.118)
» As a result, the inner product between two members of the space is
b b
(rley = [ ax [ a0t gx)
a a
b b b
:/ dx/ dx'S(x — x') F*(x) g(x") :/ dx F*(x)g(x)  (3.119)
a a a

» The expansion assumption |f ) = fab dx f(x) |x) and the projection result
(x| ) = F(x) imply

<x|f>:<x|/abdx'f(x’)|x’> - <x|/3bdx’\x'><x’|f>: (x| [/abdx’\x’xx’@ )

for arbitrary |f) and (x|, and thus we have the closure or completeness relation

b
dx |x){x|=1 (3.120)
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Infinite-Dimensional Generalization: From Finite to Infinite
Dimensions (cont.)

» Using the orthonormal basis definition, (x |x’) = §(x — x’), the matrix

representation assumption |f ) T) f(x), and the projection result
X

f(x) = (x|f), we may make a correspondence that defines |x’) explicitly:

[x") Td(x—x') (3.121)

Hopefully, given all of our discussion of matrix representations, especially of functions
on discrete points, you are conceptually ready for the idea of the function f(x) being
the column-matrix representation in the {|x )} basis of the abstract vector |f ), with
f(x) defining |f) by this representation. As we discussed in connection to
finite-dimensional inner product spaces and their matrix representations, |f) is not the
same thing as f(x). |f) is an abstract object that belongs to the vector space. f(x) is
the component of |f ) along the basis direction |x) and thus also gives the elements of
the column matrix representation of |f) in the {|x)} basis. As before, confusion arises
because we have to define |f ) in some basis; we defined it in the |x ) basis by saying
(x|f) = f(x). But, as we will see later, there are other bases that we can decompose
|f) in; of particular interest will be the |p) momentum basis, in which case (p|f) will
be given by the Fourier transform of f(x) and will tell us the projection of |f ) onto a
state of well-defined momentum, rather than position.
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Infinite-Dimensional Generalization: Properties of the Dirac Delta
Function

Getting to know the Dirac Delta Function

What is this thing §(x — x’)? Intuitively, it is “something” that vanishes everywhere
except when its argument vanishes, at which point its value must become infinite to
make the integral in Equation 3.115 nonzero.

You should be offended by such an object; to help you accept this function, think of it
as one of the following limits of a reasonable function:

5(x) = i a <z 5(x) = lim —— B S
VA0 x> 4 TN rar TP\ T '

However, any derivation involving delta functions must first and foremost rely only on
properties derivable from the defining integral condition

/HE dx"8(x — x")F(x") = F(x) (3.123)

X—e€

If the above limits worked in all cases, we would just use them to define the delta
function! In particular, when manipulating delta functions, one must ensure all steps
are justified by the integral definition. The typical mistake is to assume without proof
that the delta function obeys the standard rules for functions, derivatives, or integrals.
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Infinite-Dimensional Generalization: Properties of the Dirac Delta
Function (cont.)

Let’'s perform some basic manipulations both to give you some experience with delta
functions as well as to derive some useful results.

Let's first look at derivatives. Here, we will in general look at the delta function as a
function of two variables, x and x’:

5(x,x") = 6(x — x")
The fact that we write the argument as x — x’ implies that the function really
depends only on the difference between the two arguments. But, since we will usually

integrate over one of the two arguments, it is useful to think of it as a function of two
arguments, also.
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Infinite-Dimensional Generalization: Properties of the Dirac Delta
Function (cont.)

The derivative with respect to the delta function’s first argument is obtained by using
the general definition of the derivative and careful manipulation of the integral

condition:
X+€ X+€ ) Y
/ dx’ {i 6(x—x')] f(x’):/ dx’ [Iim Aeta=x')=dx=x ):| f(x")
x—e€ dx Xx—€ a—0 o
1 Xx+€ X+e
= lim — {/ dx/é(xf(x'fa))f(xl)f/ dX/6(X7X/)f(XI):|
a—0 X—e€ X—e
. 1 X+e€ , , , X+€ , , ,
:Ilmof / dx"6(x — x") f(x +o¢)7/ dx'6(x —x") f(x")
a—la Jx—e Xx—e€
X+e€ ’ _ /
:/ dx'8(x — x') lim fx'+a) = F(x)
X—e€ a—0 «

X+€
:/ dx'8(x — x') -2 f(x/):%f(x)

’
e dx

where we have assumed, since we will take & — 0 in the end, that |a| < € so that
there is no worry about x + a moving outside the limits of the integral; thus we may
move the limit inside and outside the integral. In going from the third to the fourth
expression, we did a change of variables in the first integral, replacing x’ — « by x’
and thus changing f(x’) to f(x’ + ).
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Infinite-Dimensional Generalization: Properties of the Dirac Delta
Function (cont.)

An alternative method is the following:
x+e d d xX+e€ d
/ dx’ {7 S(x — x')} F(x') = 7/ d'S(x — x") F(x") = 2 F(x)
x—e dx dx Jx_e dx
(It was ok to pull the derivative outside the integral because the endpoints of the
integral don't really depend on x; we just require that x be in the integration interval.)

We will see next that this second method is less generalizable.

In either case, we may write the result concisely in the following form:

d d
55(X—x/):6(x—xl)§ (3.124)

where d/dx’ is to act on any functions to its right that depend on x’ and it is
understood that this form only makes sense when integrated with a function of x':

/:Jre dx’ [dix d(x —x’)] f(x')= /XX+€ dx’&(x —x')% f(x') = dix f(x) (3.125)

—€ —€
where we treat % f(x) like any other function when acted on by the delta function.
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Infinite-Dimensional Generalization: Properties of the Dirac Delta
Function

What about the derivative with respect to the second argument, ﬁ (x —x")? Along
the lines of the second proof above, one might think one can figure this out by
integration by parts:

/XW dx’ [i, 5(x — x’):| F(x)

e Ix

= [(S(X—x’) f(x’)”itz _ /iJre dX’(S(X—X’) % f(x’) — _% f(X)

where the first term from the integration by parts vanished because the delta function
is zero at the endpoints of the interval (or, in the limit that the interval goes to zero,
the values at the two endpoints become equal and infinite and so the term vanishes)
and we simply integrated the second term using the usual properties of the delta
function. However, in the above, we have implicitly assumed

% [0 = x)F(x")] = {% 5(X—x1)} f(x") +6(x—x')% f(x)

which is a statement we have never justified.
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Infinite-Dimensional Generalization: Properties of the Dirac Delta
Function (cont.)

Instead, let us calculate this derivative by a less suspect procedure that is more like
our first proof for the derivative with respect to the first argument:

/:Jredx'{%zi(x—x')] f(x,):/xmdx,{moa(x—(x’Jra))—a(x_x’) F(x)

e e a

The above expression is identical to the third expression in the corresponding proof up
to a minus sign, so we may use the remainder of that proof:

/Xx+e o [% §(x—></)] F(x') = —% f(x)

—€

Thus, we find

=D S —x") (3.126)

d d
75(X—X/):—5(X—X/)W o

dx’

The change of sign between Equations 3.124 and 3.126 makes sense because of the
sign difference between x and x’ in the argument of the § function: it is a matter of
whether one is taking a derivative in the usual “right-going” direction or in the
opposite “left-going” direction.
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Infinite-Dimensional Generalization: Properties of the Dirac Delta
Function (cont.)

One can show by inductive proof that the action of an arbitrary-order derivative of the
delta function is similar:

dn , , dl'l
ané(x—x )=d(x—x )m

(3.127)
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Infinite-Dimensional Generalization: The X Operator and the {|x )}
Basis

Is there an operator for which the {|x)} basis is an eigenbasis?

We have gone about defining the {|x )} basis in a rather backwards fashion: Rather
than first defining a Hermitian operator on the inner product space, solving for its
eigenvalues and eigenvectors, and then choosing the eigenbasis of the operator as a
nice basis for our space, we just defined the basis in the finite-dimensional case and
extended it to infinite dimensions. We have made the definition of |x) as explicit as
we can in that we have made the correspondence (Equation 3.121)

") — b(x — x)

[x)

But, is there an operator whose eigenbasis is the {|x)} basis?
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Infinite-Dimensional Generalization: The X Operator and the {|x )}
Basis (cont.)

Yes: let's just define an operator X by defining its action on the {|x )} basis:
X|x) = x|x) (3.128)

where x is the position along the interval to which |x ) corresponds. In the finite N
case, this operator would have been defined by the relation

Xlj) =jAali)

We have defined the operator X so that its eigenbasis is {|x)}. This may be
confusing: x is a function of x, so does it make any sense for x to be an eigenvalue?
While x is a function, it is also just a label for directions in the inner product space,
for members of a basis for the space. So, we are saying that the eigenvalue for the
eigenvector |x ) is just related to its label. This is evident from the analogous
definition for the finite N case.
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Infinite-Dimensional Generalization: The X Operator and the {|x )}
Basis (cont.)

Let's pursue the implications of our definition of X. Based on our definition of
(x'|x), this operator's matrix elements are

X = (x| X |x")=x"{x|x") =x"8(x —x") = x5(x —x") (3.129)

(We introduce the s labeling for the matrix elements of an operator between that
states |x) and |x’).) What is the action of X on some arbitrary ket |f)? Define

lg) = XIf)

Let's expand |g ) in our |x ) basis:

b b
(x|g):(x|X|f):/ dx'<x\X|x')<x'\f>:/ dx'x"8(x — x") F(x) = x F(x)
(3.130)

So, |g) = |xf) or g(x) = xf(x).
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis

The Continuous Derivative Operator

We know that taking derivatives converts functions to other functions, so we expect
the action of taking a derivative to be an operator on our vector space of functions.
We also expect we can construct a derivative operator by extending the discrete
derivative operator from Example 3.22, which we do by taking the usual limit of

A — 0. Explicitly, let's consider the projection of Dg|f ) onto (j|:

f(x+ A) — f(x) _df

flxiq) — F(x:

lim (j|Dg|f) = tim 105+ ZFOG) -4

A—0 A—0 A A—0 A dx
We also know that lima_o(j | = (x|, so we have (dropping the g subscript because it

is not necessary after the limit is taken):
df df

D|f)= — )= — 3.131
wioin = (x|5 ) =4 (3131)

The above equation defines the action of the derivative operator because it tells us the
projection of D|f ) onto every basis element |x) for any vector |f ).
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

Can we obtain the matrix elements of D in the {|x)} basis? Yes, we may infer them
using the above expression. First, let's begin with our usual trick of inserting an
identity operator in order to get an expression involving the matrix elements of D:

b b
<X|D|f>:/ dx’(x|D\x’)<x’|f}:/ dx’(x|D|x")f(x") (3.132)

a a
Next, let's use Equation 3.131 to replace (x|D|f) on the left:

—f—/ dx’(x|D|x")f(x") (3.133)

By comparison to Equation 3.125, we see that (x| D |x’) has the same behavior as

[d%&(x—x’)] :5(x—x’)%; ie.,
Dy = (x|D|x") = [di)(&(xfxl)} = 6(x7x')% (3.134)

where, again, we index the matrix elements of the operator by x and x’ as we did for
the X operator in Equation 3.129.
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

It is interesting to see that we could have derived the same expression from the matrix
element of Di between (j| and |k) from Example 3.22, which was

U|DR|k>:_W

Letting x = jA and x’ = kA, we can take the limit of A — 0:

LG = Glk=1) L ) = (xlx = )

(x[DJx") = Jim (j|Dglk) = lim u - Jim b
lim 5(X*(X/7A))7§(X7X/): S((x+A)—x")—8(x—x")

lim
A—0 A A—0 A
d
= 2 65(x —x’
o (x—=x")

We prefer the first method for proving this, though, because it uses the defining
integral properties of the delta function and requires a bit less guesswork in taking the
limit. For example, relating |x) to |j) is a bit dangerous because there is a units
problem: (j|k) = djc is a manifestly unitless quantity, while (x [x") = §(x — x’) has
units of length—1 because it gives 1 when integrated over x’.
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

Making the Derivative Operator Hermitian
While we have been able to define the derivative operator D, we will see below that it

is not Hermitian: this means that its eigenvalues need not be real numbers, which of
course we would like so we can obtain an observable from it. We need to fix this.
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

Let’s first calculate the matrix elements of DT so we can see how D is not Hermitian.
The rigorous way to do this, where we do not have to make somewhat questionable
manipulations on delta functions, is to work with {(f |[Df|x’). (The rationale for using
[x”) will become clear.) We know

(FIDT|x") = [(x"|DIF)]" = [J f}*

Let's again use the expansion of |f ), though:

’

x'+e
(FIDT|x") :/ dx [F(x)]"(x|DT|x")

—€

Equating the two, we have

/:/“ ax (x0T ) 1 = [ 1]

I _e dx’

Section 3.10 Mathematical Preliminaries: Infinite-Dimensional Generalization Page 237



Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

The above expression corresponds directly to Equation 3.124 with a simple exchange

of x and x’; that's of course allowed since they are just dummy variables. (Do not let
the presence of [f(x)]* and [df /dx']* confuse you; [f(x)]* is just an arbitrary function
and hence the representation of an arbitrary element of the vector space.) So we have

(DT ) = L 5(x —x)

/

Therefore

[D]r = (x|DT|x")

d d d
W&(X/ —x) = Wé(xfx') = 756(X7X/)

7<X|D|X/> = —Dy (3135)

where the first step is simply the definition of matrix element (recalling that x and x’
are just indices now), the second step uses our result for the matrix element of D1, the
third uses the evenness of the delta function, and the fourth uses Equations 3.124

and 3.126 together.

Recall that the {|x )} are a basis for the space and the above holds for any x and x’.
Therefore, all the matrix elements in the {|x)} basis of DT and —D are equal; this

implies Dt = —D, and thus D is in fact anti-Hermitian instead of Hermitian!
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

The obvious solution is to consider a new operator K with
K =—iD (3.136)

(The reason for the negative sign will become apparent later.) The Hermiticity
requirement seems obviously met because the —/ provides the necessary sign flip.
However, we must be careful about believing the above arithmetic — recall that these
expressions only hold true when included in an integral. If we consider the expression
(g | K|f), we see that this caveat becomes apparent. We first note that, if K is
Hermitian, we have

@|KIF) = (gl KIO = {[KINg)} = (F I KTIg)" = (FIKlg)  (3.137)
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

Let's calculate the expressions on the two ends explicitly by going through the matrix
elements in the {|x)} basis:

(g| K|f) /dx/ dx (g |xY{x| K |x"Y{x"|f) (3.138)
Jctal-2] o el
<f|K|g>*,[/ dx/ b {F [x ) x| K [ ><x'|g>]* (3.130)

(] = o ]

These two expressions are equal via integration by parts only if the surface term
vanishes:

g () F(x)I2 (3.140)
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

Thus, in order to make K a Hermitian operator, we must restrict our vector space
to contain only functions that meet the condition that the above surface term
vanishes for all members of the space. This restricted space is called the physical
Hilbert space, the qualifier physical included to distinguish it from the mathematical
definition of a Hilbert space.

Shankar gives the example that this condition might be met by functions that vanish
at the endpoints. Another example would be functions that take on equal values at

the two endpoints. Shankar discusses a couple of other cases. It suffices here to say
that conditions are frequently placed on the functions that can belong to the vector

space of states in order to ensure that desired Hermitian operators are Hermitian.
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis

Eigenvalues and Eigenvectors of K

We have defined a Hermitian operator, so, assuming our finite-dimensional theorems
continue to hold, we expect eigenvalues and eigenvectors. Let us find them.

Since our description so far of our vector space and operators has been in the {|x)}
basis, we need to work through that basis to find the eigenvalues of K. This is the
equivalent of defining a vector space by its representation in terms of one basis (say,
{li)}) and then being given an operator Q and wanting to find the eigenvalues and
eigenvectors of 2. One always needs to write down a representation to find
eigenvalues and eigenvectors (there is no way to calculate the determinant,
otherwise!). Since one only has the {jket} basis and its matrix representation at this
point, one must do this in that representation.

Let us denote the eigenvalues and eigenvectors as {k} and {|k)}. We of course require

K k) =klk) (3.141)
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

Let's look at the matrix element of this ket with the {|x )} basis:
(xIK k) =k{x|k)
b
/dx'<x|K|x’><x’|k>:k1/1k(x)
b d
,,'/ dx’(x — X')rd)k(x) = kpi(x)
a X
d
i () = k() (3142)
X

where we have defined ¥, (x) = (x |k ) to be the {|x )} basis representation of |k) and
used the known matrix elements of K in the {|x)} basis.

Equation 3.142 is a simple differential equation defining ¢k (x) = (x |k ); the solution is
(x|k) = Pp(x) = Ae' (3.143)
where k is a constant and A is the unspecified normalization. The allowed values of k

and the normalization depend now on the integration limits. We consider two cases
(Shankar seems to only consider the second):
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

» Finite interval [a, b]
Recall our condition that the coordinate representation f(x) of any vector |f) in
the space be equal at the endpoints in order for K to be Hermitian. Let's take
L = b — a. The condition on the endpoints means that we may only consider
solutions that satisfy

’(Z)k(a) = 'l/lk(a + L)

Aeika:AeikaeikL

2
kL=2nmj <= k:%j for j any integer

Note that we explicitly find that k must be real in order for this condition to be
met; otherwise, one gets a e~ Z(KL factor that explicitly violates the condition.
k is discretized, though it has (countably) infinitely many allowed values. The
natural normalization is A= /1/L so that (k |k) =1, so we have

1, 2
(clh) = () =4/ € k,-:T“j j=any integer  (3.144)

(ki lkm ) = 6jm = Sk;km

where the restriction to real, discretized k defines the physical Hilbert space.
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

» Infinite interval (—oo, c0)
Do we have any condition on k in this case? We must still ensure the surface
term is eliminated in order to make K Hermitian. It is problematic in that its
value is ill-defined: e’ takes on no single value as |x| — co. Shankar offers a
rather dubious method of dealing with this. A slightly better, but still
mathematically unrigorous, solution is to insert a converging factor e~ A1xI, do
the calculation, and let 3 — 0. In that case, the surface term is

. ’
e/(kfk )x

) N ’ R
_ |:Iim efﬁ|x\efI(k7k )xel’R(kfk )x]
B—0

—o0 — oo

— lim [e—ﬁ|x|e—1(k—k/)xei72(k—k’)x] *
B—0

—o0

=1lim0=0 fZ(k—k')=0
50

(Exchanging the limit in 8 and the implied limit of the endpoints going to +oo
is not a mathematically rigorous procedure.) We had to require Z(k — k') =0
so that the e=Z(k—k )X term would not cause the expression to diverge at one of
x = too as B — 0. This restriction defines the physical Hilbert space in this
case.
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

Because normalization to a finite number is no longer sensible, we use the same
normalization condition as was found for the {|x )} basis, normalization to a §
function, (k|k’) = d(k — k’). However, this does not specify A:

[e'e]

<k|k/>:/OO dx(k|x><x\k’>:‘A|2/ dx el (k' —k)x

—o0 —o0

If (k|k’)=6(k — k'), then the left side is either infinite or vanishing, which
only tells us the obvious fact that A = 0 is not allowed. No other information
about |A| is provided.

To obtain |A|, we need to take the limit of the finite interval case. Certainly, we
need for our {|k )} bases in the two cases to be complete, implying that the sum
over all basis elements should be the identity operator. That is, we expected

= 3 )| = [ dkOK]

j=—oo e

where | and « indicate the two different spaces. Note that the |k;) and |k) are
different because one is for a finite interval and the other for an infinite interval.
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

Taking the inner product with (x| and |x’ ), we have

oo

oo
Z Wgh'y Gy = [ aklxli) k')
— 0 — 00
R . oo sl . oo
5(X—X Z 7/kxe/kx 5(X—X’) _ |A|2/ dk eflkxelkx

We see that we obtain delta functions in x — x’ for both expressions. Though
the vectors |k;) and |k) do not live in the same space, a function is just a set of
numbers and we may compare functions at particular values of their arguments.
The only hitch is that x and x’ must be inside [a, b] for the finite interval case
but may take on any value for the infinite interval case. So, let's let a — —oo0,

b — o0 so that L — oco. Equating the two sides in this limit, we have

oo

1 iki(x | — 2 [ ik(x " —x)
lim = E ekil"=3) — | A / dk "™\ =
L—oo L —o0

j=—o0
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

For the interval case, the allowed k values are spaced by Ak =27/L. Let's
rewrite using Ak:

— lim Z Dk ekt =) |A\2/ dk e*(<" =)

27 L—oo -

The sum on the left side is the same as the integral on the right side when one
takes the limit L — oo because Ak — 0 and k; becomes a continuous variable
in that limit. But we see the two sides are equal if and only if |A]? = 1/27. The
phase of A is arbitrary, so we choose it to be real. In summary, then, we have

1 .
(x|k) =r(x) = 5 el k any real number (3.145)
™

(k|k’) = 6(k — k')
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

We note two corollaries of our proof of |A| = /1/2m:

/ dx ™ = 275(k) / dk ™ = 2 7t5(x) (3.146)
— 00

— 00
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

Expansion of Vector Space Elements in the K Eigenbasis

We required completeness of our {|k )} basis in both the finite and infinite interval
cases, so we have

S )kl =1 [ ki =
Jj=—o00 —o°

We drop the ;| and ~ on /; it should be clear from context which we are discussing.
With the above, we may expand any ket in terms of the {|k)} basis. We have

=3 k)i If) |f>:/°° dk |k ) (k| )

j==oc0 —e
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

The immediate question is: what is (k; |f) or (k |f)? This is straightforward to
calculate using what we know about the {|x )} basis and about (x |k ) (the latter is
basically the elements of the unitary matrix that transforms from one basis to the

other):
b b .
<kj|f>:/ dx (k; |X><x‘f>:\/§/ dx e~ 47 F (x)

</<|f>=/oo dx (K [x ) (x|} = \/%/_w dx e~ F(x)

— 00

We thus begin to understand why |f) and f(x) are not quite the same thing. One can
expand |f ) in terms of different bases (i.e., write down different matrix
representation): the default basis is the {|x )} basis, and the coefficients of the
expansion in this basis are (the matrix representation is) (x |f ) = f(x); but one can
also expand |f) in the {|k)} basis, and the coefficients of that expansion are (the
matrix representation is) (k |f ).
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

We thus will find it necessary to subscript our “functions” to indicate what basis they
assume (what matrix representation they refer to); that is, we write

fe(x) = (x|f) fi(k) = (kIf) (3.147)

The use of the x or k in both the argument and the subscript may seem redundant,
but it allows us to put anything in the argument without ambiguity arising as to which
representation for |f ) we are working with.
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

X and K in the K Eigenbasis
We have defined X and K in the X eigenbasis; their matrix elements are
(x| X|x") = x6(x —x")

(x|KIx") =—i {dixé(x—x’)] = —i§(x—x/)%

where the [ ]'s indicate that the derivative acts only on the ¢ function.

It is obvious that the matrix elements of K in the K eigenbasis are

(k| K|k"y=ké(k—k") (3.148)
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Infinite-Dimensional Generalization: The K Operator and its
Eigenbasis (cont.)

So, how does X act in the K eigenbasis? Let's just calculate it by, as usual, inserting
a completeness relation:

(k|X|k’>:217T/ dx/oo /(K [x Y0 | X [x Y x! k") (3.149)
- = dX/ N _ikXX(s(Xfxl)eik/X/

= ! dxxe i(k—k")x — [i /oo dx e_"(k_k/)x}
or dk 27 J_ oo
d
= —(5 k—k')=1i6(k —k’
oSk~ k) = ik~ k)

Hence, the action of X on a ket |f) is

(kIXI|f) =i

or, somewhat misleadingly, X|f) =

df (k)
k

 dfic(k)
" > (3.150)

(The latter is misleading because we are trying to divorce the kets from their
coordinate (functional) representation in either the {|x)} or {|k)} basis.)
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Infinite-Dimensional Generalization: The K Operator and its

Eigenbasis (cont.)

Finally, let us calculate the interesting operator [X, K]:
> / / / > !/ ! ’ df
x| XKI|f)= dx (x| X|x"Y{x"|K|f)= dxx&(x—x)(—/)r
— 00 — 00 X

= —ix—

dx
<x|KX|f>:/°° dx’ (x| KIx Y (x"| X |£) :/m dx/(—i)d(x—x')%x'f(x')

= —i/_o:o dx’6(x — x") {f(x')-&-x'(ﬂd(xxll)} =—if(x)— ix%

# (x| XKIF)

=  (x|[X.K]If)=if(x)=i{x|f) < [X,K]=il (3.151)
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Summary

Recall the Postulates we briefly discussed in Section 1.2:

1 The state of a particle is represented by a vector in a physical Hilbert space.

2 The fundamental state variables x and p of classical mechanics are replaced by
Hermitian operators X and P whose matrix elements are well specified in a
physical Hilbert space basis consisting of position eigenstates (states with
perfectly defined position x). Any derived dynamical variables w(x, p) are
replaced by operators Q2 defined by the above correspondence.

3 Measurement of any classical variable w(x, p) for a quantum state yields only
the eigenvalues of the corresponding operator 2, with the probability of
obtaining the eigenvalue w given by the squared norm of the projection of the
state onto the eigenstate corresponding to w.

4 The state vector evolves according to the Schrodinger equation.

We now have the language to interpret what is meant by these postulates. We do that
in this section.
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Postulate 1: Representation of Particle States

The state of a particle is represented by a vector |1(t)) in a physical Hilbert
space.

We now know what is meant by this statement mathematically, in a generic sense: the
state [¢(t)) is an element in an inner product space; members of such spaces have
the following important properties:

» They can be added together linearly, with coefficients that are just numbers.

» An inner product is defined that provides for definitions of orthogonality and
normalization.

» There exist orthonormal sets of basis states and all states can be written as
linear combinations of them.

» In terms of any particular basis, the vector corresponding to the state has a
column matrix representation, and the corresponding dual vector in the dual
vector space has a row matrix representation that is the conjugate transpose of
the column matrix representation. When the basis is orthonormal, the inner
product is equivalent to matrix multiplication of the column and row matrices.
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Postulate 1: Representation of Particle States (cont.)

P Operators can act on the states and return new states, and any operator has a
matrix representation for any particular choice of orthonormal basis.

» There are Hermitian operators that have real eigenvalues and a set of
eigenvectors yields as an orthonormal basis.

» There are unitary operators that can be used to rotate from pne orthonormal
basis to another and which themselves have unit-modulus eigenvalues and
orthonormal sets of eigenvectors.

P The space has been restricted so that the K operator is Hermitian.
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Postulate 1: Representation of Particle States (cont.)

Normalization Considerations

One implication of this postulate is that, when we take a linear combination of states,
Ix) = aly) + Bl¢), we will in general want to normalize the result; that is, we should

define

o ole) +810)
VIR T [5P

so that |x|2 = (x|x) =1if |2 = (¢ |1p) =1 and |¢|?> = (¢|p) = 1 (you can check
this by writing out (x |x)). As we will see, this convention ensures measurement
probabilities will be automatically normalized for |x ).
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Postulate 2: Correspondence for Classical Variables

The independent variables x and p that describe completely the state of a
particle in classical mechanics are represented by Hermitian operators X and P
in the physical Hilbert space of states, with X and P having the following
matrix elements when using the position basis for the physical Hilbert space:

<x|X|x/>:x(5(x—x') <X|P|xl>:—ih%5(x—x') (4.1)

Any arbitrary classical dynamical variable w(x, p) has a corresponding
Hermitian operator

QX,P) =w(x — X,p— P) (4.2)
where we simply replace x and p in w with X and P to obtain Q(X, P).

Having been through the exercise of constructing the infinite-dimensional
generalization of inner product spaces, we now understand what is meant by the
operators X and P and their matrix elements. Postulate 3 tells us how the above
matrix elements are related to measurements. The extension to arbitrary classical
variables w(x, p) is also clear, modulo the issue of having to deal with ambiguous
combinations of x and p (i.e., if one has the classical quantity x p, should one use
X P, P X, their sum, or their difference?).
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Postulate 2: Correspondence for Classical Variables (cont.)

One thing that will not be clear yet, and cannot be discussed until you have seen
Hamiltonian mechanics in Ph106a, is why we make the above choice for P. This
choice was a clever guess by the creators of quantum mechanics based on analogy to
classical mechanics. An alternative version of this postulate makes this more clear: it
takes X as defined above but then makes the requirement [X, P] = i h. This latter
relation is the quantum mechanical analogue of the classical Poisson bracket

{x, p} = 1. Written this way, the path from classical mechanics to quantum
mechanics is explicit. But that does not amount to a proof. By definition, a postulate
can never be explicitly proven, but it can be motivated and then checked that it gives
physically reasonable and correct results in particular situations.
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Postulate 3: Results of Measurements of Classical Variables

Let {|w)} denote the set of eigenstates of the Hermitian operator with
eigenvalues w. If a particle is in an arbitrary state |¢ ), then measurement of
the variable corresponding to the operator Q will yield only the eigenvalues {w}
of Q. The measurement will yield the particular value w for that variable with
relative probability P(w) = |{w [ )|* and the system will change from state |4/ )
to state |w ) as a result of the measurement being made.

Let's break the statement down carefully:

1 The eigenvalues of Q are the only values the measured quantity may take on.

2 The measurement outcome is fundamentally probabilistic, and the relative
probability of a particular allowed outcome w is given by finding the projection
of |4 ) onto the corresponding eigenstate |w ). By relative probability, we simply
mean that the ratio of the probabilities of two outcomes is given by
P(w1)/P(w2) = [{w1 [¥)]? / [{w2 | )|2. The absolute probability of a particular
outcome requires a normalizing factor that sums over all possible measurement
outcomes, to be discussed later. This implies that, if [t ) is an eigenstate of Q,
then the measurement will always yield the corresponding eigenvalue.

3 The measurement process itself changes the state of the particle to the
eigenstate |w ) corresponding to the measurement outcome w. This is the
equivalent of applying the projection operator P,, (but one only knows which P,
to use after the measurement has been done!) and then renormalizing the state.
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Postulate 3: Results of Measurements of Classical Variables (cont.)

Where the math ends and the physics starts

As we noted in Section 1.2, we could have made a more classical interpretation of the
expansion of |1} in terms of the eigenvectors {|w )}: that the result of the
measurement would be the weighted sum of the eigenvalues, weighted by the norms of
the expansion coefficients |{w |1 }|? rather than {(w |t/ ) because the former is
guaranteed to be real while the latter is not. But we do not do that. It is a physical
assumption that the expansion coefficients are to be interpreted as probabilities of the
allowed outcomes, not as weighting factors.

Also, we could have assumed that measurement is not an operation that changes |¢):
we could have said that |¢) ) evolves in some way independent of any measurements
that take place. Even if we had said that the action of a measurement on |¢) is to act
with the corresponding operator Q on |1 ), we would not arrive at this postulate. It is
entirely outside of the mathematical structure to assume that a measurement to
which the operator Q corresponds results in |1 ) collapsing to one of the {|w)} via
application of the appropriate P,,. It is an assumption that yields correct predictions
for experimental results.

Note that there is no way to write the collapse process explicitly as an operator. The
problem is that you only know which P, to apply after you have obtained the
measured value w; the act of measurement does not, for example, correspond to the

operator M = 3=, P(wj)Pu; = 3= [(wj [¥(t) M2 lwj ) {ws |-
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Postulate 3: Results of Measurements of Classical Variables (cont.)

Degeneracy

In the case of degenerate eigenvalues, the obvious generalization of the above
postulate is to replace P(w) = |(w |4 )|? with

P(w) = |Pul)]> = (¥ | P Pultp) = (¥ | Pul¥)) (43)

where P, is the projection operator for the w subspace,

Po=>" |wi)wl (4.4)

and where we have written out three equivalent expressions using the fact that the
projection operator P, is Hermitian and satisfies Pf, = P,,. This expression results in

Pw)= Y [wjl)? (4.5)

That is, when one has degenerate eigenvalues, the relative probability of obtaining a
degenerate eigenvalue is the sum of the relative probabilities for all the states
corresponding to that eigenvalue.
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Postulate 3: Results of Measurements of Classical Variables (cont.)

In the absence of degeneracy, the above generalization simplifies to our original
postulate because P, = |w ){w|:

Hw |9)2 = (@ lw)w ) = @] Puoltp) = (| PuPultp) = |Pulth)]? (4.6)

An interesting thing about degeneracy is that states may not completely collapse upon
measurement. The measurement will apply the projection operator from Equation 4.4.
Therefore, if the particle begins in a state that has non-zero expansion coefficients for
more than one of the |w; ), then it will retain those nonzero expansion coefficients for
all |wj ) that correspond to the measured eigenvalue w. That is,

it )= gluj)+ > glo)

wj=w wﬁéw
then Puly) = | D lwdwel| | D glwi)+ D gloj)| = D gilwy)
W =w wj=w w,-;éw wj=w

The state is collapsed to the subspace V., but not to a single eigenstate |w). One
then has to renormalize the resulting state.
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Postulate 3: Results of Measurements of Classical Variables (cont.)

Normalization of probabilities

Let us consider three cases:

P finite-dimensional case:
For the finite-dimensional case, the assumption that the relative probability of
outcome w is given by |(w |t/ )|?, combined with the very reasonable assumption
that there must be some outcome, immediately implies that that absolute
probability of outcome w is

Play) = 0P

ST [y [0 “.1)

In fact, for a properly normalized state, the denominator is trivial:

DN )P =D (e e ) = (W) =1
j=1

Jj=1

via the completeness relation | = EJ'-’ZI wj ) (wj |-
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Postulate 3: Results of Measurements of Classical Variables (cont.)

» infinite-dimensional, but considering an operator whose eigenvalues are
discretized (though possibly infinite in number)
e.g., the K operator for our example of functions on the interval [a, b]: the
above rule continues to hold exactly. The denominator is guaranteed to remain
finite in spite of the infinite sum because it is the normalization of the state | ).

» infinite-dimensional case and considering an operator whose eigenvalues are a
continuum (uncountably infinite)
e.g., the X operator for our example of functions on the interval [a, b]: we must
reinterpet the expansion coefficients as a probability density. That is, the
probability of obtaining from the measurement corresponding to Q a value
between w and w + dw is

[{w |9 )[*dw

P) o = o e )P

(4.8)

where w_ and w4 are the minimum and maximum allowed values of w, which
might be +o0. Equivalently, the probability of obtaining a value in the interval
[wi,w2] is

Jo2 dwllwly)?

P(w1§W§""2):W

(4.9)
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Postulate 3: Results of Measurements of Classical Variables (cont.)

What happens when we have states that are delta-function normalized? For our
example Q = X, and |1 ) = |xp ) and eigenstate, we have

b b b
/dx|<x|w>|2:/ dx<XO|x><x|XO>:/ dx 8(x0 — x) 5(x — x0) = 8(0)

a a

which is infinite. Let's reconsider this expression in the context of Equation 4.9,
moving the normalizing factor to the left side:

[/abdx\<x|xo>|2} Pl 3x§xz):/: e [(x o )

0(0) ifxg <xo<x

3(0)P(x <x <x2) = { 0 if xop < x1 or xg > x

1 ifxg <xp<x
Pla <X<X2):{ 0 ifxg <x1o0rxp>x
where we have taken the somewhat unrigorous step of dividing both sides by
6(0) (both sides could be put under an integral sign with an arbitrary function
to be more rigorous). The point is that, while the normalizing factor is formally
infinite, this is only a problem when one considers the differential expression;
one can obtain reasonable results for the probability in any finite interval, which
is what is experimentally accessible.
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Postulate 3: Results of Measurements of Classical Variables (cont.)

The above analysis works even if x; — —oco and x» — +oo.

One runs into a similar problem with the K eigenstates for the infinite interval,
but again one can obtain sensible results by only considering probabilities
integrated over some finite range.

Moreover, relative probabilities are always well-defined because the infinite
normalizing denominator cancels out. For our example, one still gets infinities,
but they are sensible infinities: if, given a particle in the eigenstate |xg ), one
wants to compare the probability of the particle being in the intervals [x1, x2]
and [x3, xs] that do not overlap, clearly it can only be in one or the other, so the
ratio of the two probabilities must either be infinite or zero.

In addition, we can always create states that are reasonably normalized — these
simply will not be eigenstates of X or P.
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Postulate 3: Results of Measurements of Classical Variables (cont.)

Wavefunctions

Given some continuous eigenvalue w, the quantity (w |¢) can be considered a function
of the continuous variable w. It is conventional to call this quantity the wavefunction
and write it as ¢(w). The most common use of this nomenclature is for

P(x) = (x|¢), but it could also be used for (k) = (k |1)) when k is continous. The
use of a notation like 1(w) can be confusing because the function % is different
depending on which operator the eigenvalues correspond to — e.g., above, ¥(x) and
Yk (k) are in general very different functions — so, the argument of the function,
which is normally a dummy variable, means something. To be clear, we will frequently
use the labeling ¥, (w) = (w |¢) so that ¥x(x) = (x|} and Y (k) = (k|¢ ). This
makes it clear what basis we are projecting onto and thus what quantity the
“wavefunction” is a function of.

We will refer to 1x(x) = (x|t ) as the position-space or coordinate-space wavefunction
and ¥, (k) = (k|4 ) as the k-space, or once we have added a A to turn K into the
momentum operator P, the momentum-space wavefunction. When the eigenvalue is
discretized, such as k on a finite interval [a, b], we tend not to use the “wavefunction”
language, but this is just semantics and a reluctance to call a quantity that is defined
on discrete points a function. There is no truly fundamental difference between a
“wavefunction” and the set of expansion coefficients of a state in a particular basis.
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Postulate 3: Results of Measurements of Classical Variables (cont.)

Commuting and Non-Commuting Operators

We now also see the physical relevance of whether two operators corresponding to
physical observables commute. Let us first neglect degeneracies. If two Hermitian
operators 2 and A commute, then, as we proved in Section 3.6, there is a set of
common eigenstates {|j)} that have eigenvalues {w;} and {);}. If [¢) is an eigenstate
|/ ), then measurements of © and A will yield the definite values w; and ;. If [¢) is
not an eigenstate, then the measurement outcomes will be correlated: if Q yields wj,
then A yields )\; because the projection operator P~ is the same as the projection
operator Py—,;. The relative probabilities P(w;) and P();) will of course be equal.

If there are degeneracies, then the correspondence may break down because of
incompletely overlapping subspaces. But this is completely consistent with the above
statement; what occurs would just be the result of there being multiple eigenstates
that contribute to a given P(w).

Our archetypal example of two non-commuting operators is X and P, which we

proved in Section 3.9 (up to a factor of k) gives [X, P] = ih. These clearly do not
commute, implying that there are no states that have definite values of both X and P.
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Postulate 3: Results of Measurements of Classical Variables (cont.)

Expectation Values and Uncertainties

Because measurement outcomes are probabilistic, the next most definite quantities to
consider are probability-weighted moments of the measurements. The expectation
value of an operator € is simply the probability-weighted mean outcome,

Q) = Z P(wj)wj or (Q) = o dw P(w)w (4.10)
J

w_

We can write this explicitly in terms of Q and the state |¢ ):

J J

Q) = Hwj [¥)Pwj =Y (W lwj Wwj [ )wj =D (@ [Qlw;j ) wj[¢) (4.11)
Jj

= (¥ Q)

where we used completeness to make the last step. A similar derivation holds for the
continuous w version so that the same result (Q) = (¢ |Q|¢ ) holds.
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Postulate 3: Results of Measurements of Classical Variables (cont.)

The next moment to consider is the variance of w, which is conventionally defined as

(AQ)?) ZP(%) (@) or <(Asz)2>=/w+ dw P(w) (w — (Q))?
(4.12)

Let’'s pursue this in the discretized case. First, the above expression can be simplified:

D P(wy) (w0 = ()" = DT P = 2(2) 3 Pley)es + (@) 37 P(w))

D Plw)ef| —(@)°
j

where we used the definition of (Q2) to reduce the second term and the normalization
of the probability to reduce the third term.
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Postulate 3: Results of Measurements of Classical Variables (cont.)

Let's write out the first term in terms of Q and |9 ).

J J

Do Pw)ef = W lwi M wil¥) wf = D (@ 1Qlw; ) w; 1Q04) = (¥ |9%|%)
j

where we again used completeness. So we have
(A = @2%v) — (@) = (| [ — (@] [v) = @|[2— QP |¥) (413)
where we have written three algebraically equivalent forms by using (¢ |¢)) = 1 and

the kind of conversion between 92 — (Q)2 and [Q — (Q)]? that we used on the
previous page.
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Postulate 4: Time Evolution of States

The time evolution of the state vector [¢)(t)) is governed by the Schrodinger
equation

.. d
in— 9(t)) = Hly(t)) (4.14)

where H(X, P) is the operator obtained from the classical Hamiltonian H(x, p)
via the correspondence x — X and p — P.

For most systems we will consider H, will be the energy of the system and will be
independent of time. We will consider some more complicated cases, and we will

revisit the distinction between H and the energy when we encounter them.

The above equation for the time evolution of |1 ) allows us to write a fairly definite
form for |1(t) ). There are two versions:
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Postulate 4: Time Evolution of States (cont.)

» Generic operator form
Let us assume there is an operator U(t) (recall this is called the propagator)
such that |[¢(t)) = U(t)|¥(0) ). Then the above equation becomes

dU(t)
dt

ih

[¥:(0)) = H U(t) [¢(0))
[1(0)) is constant and arbitrary, so we obtain a differential equation for U(t):

dU(t)
dt

ih

=HU(t) (4.15)

Our discussion of calculus with operators (Section 9) tells us the solution is
U(t) = e~ wHt

Thus, our full solution for the time evolution of the state is

[9(£)) = U(8)[(0)) = e "*|p(0)) (4.16)

Since we assume H is Hermitian, we are guaranteed the propagator U(t) is
unitary and thus preserves the norm |¢|2.
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Postulate 4: Time Evolution of States (cont.)

» Eigenbasis form
H is a Hermitian operator, so it has eigenvalues {E;} (discrete or continuous). If
we consider an eigenstate |E; ), then we have

HIEj) = Ej|E;)

for all time (assuming time-independent H). Thus, for this state, our differential
equation becomes

,-h%\E,.(t)) = HIE(t)) = EE(2))

Since |Ej(t)) has to remain an eigenvector of H, only its coefficient may
change. The differential equation suggests the solution

|Ei(t)) = e HE f|E;(0) ); one can check trivially that it satisfies the equation.
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Postulate 4: Time Evolution of States (cont.)

With this in hand, we can calculate the time evolution of any state:

l(t)) = Z |Ej(£) )(E;(t) [4(t))

This does not get us very far yet, but let's note something useful:

SE@ ) = | SE@ ] 1000) + B0 Gle)]

r T i
- _%wj(t) >] o(8)) + (Ei() | [—ngw(t»]

[ t i
= _—ﬁHIEj(t)>} (1)) — 2(Ei(8) [H]9(2))

=[5 88O o) - 5 W5 )
— & [BIE ()] [v(e)
= SEE() [0(8) — S ELE(®) (1)) =0

= T E(E®) [4(0)
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Postulate 4: Time Evolution of States (cont.)

We see that the projection of [¢(t)) onto |E;(t)) is time-independent. We
could have seen this from the fact that the same unitary operator U(t)
time-evolves both of them and thus their inner-product is time independent, but
we did not want to assume our other proof in doing this proof. With this fact,
we may conclude (E;(t)|v(t)) = (E;j(0)|¥(0)) and thus

:ZlEj(t)MEj Z:e_EEtIE(O )(Ej(0) [¢:(0)) (4.17)

Combining the two forms by noting that [¢(0) ) is arbitrary, or also by using the
bilinear form for U, we have an explicit form for the propagator U(t):

U() = e 7 HE= 3" e 7 57| (0) \—Ze # 6P o) (4.18)
7

where Pg,(q) is the projection operator onto the eigenvector |£;(0) ). The is similar to
the propagator we found for Example 6, though here we do not need to take the real
part, and, because the Schrédinger Equation is first-order, |1(0)) is not involved.

We will in general drop the (0) in |E;(0)) and (E;(0) | when H is time-independent as
we have assumed here.
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Postulate 4: Time Evolution of States (cont.)
For a time-dependent Hamiltonian H(t), such a simple form does not hold because

our differential equation for U(t), Equation 4.15, now becomes

dU(t)
dt

ih

= H(t) U(t)

. . i . . . .
The solution is no longer U(t) = e~ % " : if one takes the time derivative, one gets

dU(t) dH(t):| u(t)

ih —
dt

= |:H(t) +t

Rather, as Shankar shows, the solution becomes

uit)=T |:exp (—%/Ot dt’ H(t’)>:| = NILmoo I\ﬁlexp [—}% (%) H (JN t):|
(4.19)

where 7 ] denotes the time-ordered integral, the infinite product of time evolution
over infinitesimally small intervals for which the time-independent solution holds.
Since we will not consider time-dependent problems in ph125ab, we will not derive the
above.
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The Free Particle

The Free-Particle Hamiltonian and its Eigenvalues and Eigenvectors

Classical mechanics tells us that the Hamiltonian function for the free particle in one

dimension is H(x, p) = £=. Thus, our quantum mechanical Hamiltonian operator is
P2
H=— (5.1)
2m

Our next step is to find the eigenvalues and eigenvectors of H; as explained in
Section 4.5, once we know the time evolution of the eigenvectors, we can decompose
any initial state in the eigenbasis of H, time evolve each eigenvector, and then
reconstruct the full time-evolved state. This entire procedure is summarized in
Equation 4.18, reproduced here:

[6(8)) = U(D)9(0))  U(t) = e w H! Ze # B E;(0) ) (£:(0) |
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The Free Particle (cont.)

In this case, our work is reduced because we already know what the eigenbasis of H is:

it is the same as the eigenbasis of K because P = A K and H = %. We shall relabel
this basis {|p)} with the eigenvalue correspondence p = h k simply to avoid
confusion; but we emphasize that |p) o |k ) if p = hk: the two vectors are in the
same direction in the Hilbert space. (Actually, |p) = ﬁ |k) so that

(plp") =38(p— p’) is consistent with (k |k’) = §(k — k'): the two delta functions
differ by a factor of /i due to the properties of the delta function.) Because the
eigenvalues k of K may be any real number, the eigenvalues p of P may be any real
number. The eigenvalues of H are given by acting on these eigenstates with H:

2 2
Hip) = 5 Ip) = 2 Ip) = Elp) (52)

Since p may be any real number, E may be any nonnegative real number. We see that

there is twofold degeneracy: one gets the same E for | + p) and | — p). To be clear,
we adopt the labeling

Ei)=lp=+V2ZmE) |E_)=|p=—vV2mE) (53)
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The Free Particle (cont.)

The Free-Particle Propagator
With the eigenvalues and eigenvectors of H in hand, we can calculate the propagator:
e _i 2,
ue) = [ dpe k£ lp) ol (5.4)
—oo

where |p) and (p| we take as shorthand for |p(t = 0)) and (p(t = 0) | as explained in
connection with Equation 4.18.

We note as an aside that the above is not the same as
oo i E
u(t) :/O dE e h EF(|E. )(Ey | +E- )E-|)

Even though the kets and bras are in one-to-one correspondence, the integration
element dE is not the same as dp; in fact, because E = p2/2 m, we have

dE = pdp/m. We are certain that the form in terms of p is correct because we have
the completeness relation | = [°°_dp|p)(p|. See Shankar Exercise 5.1.1 for more on
this point.
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The Free Particle (cont.)

It is useful to write down the matrix elements of U(t) in the {|x)} representation
because that is where we will typically employ it. This is straightforward:

[U(t)]or = (x ] U(t) [x")

Il
8
Q
ES)
o
|
>~
Mg
3%
~
—~
x
i)
=
R
3
-~

m i mx—=x'y?
=,/———er = (5.5)
2w hit

The (27 h)~1 enters from the normalization of the |p) states, which differ from the
normalization of the |k ) states by a factor of A~1/2. Proving the last step is a bit of
nontrivial calculus; one needs to complete the square in the argument of the
exponential so that it becomes a perfect quadratic (the counterterm one puts in is
independent of p and comes outside the integral as the exponential in (x — x’)?) and
then one uses the general result ffooo due—v = /7, which holds even if u is complex.
This is discussed in Shankar Appendix A.2. Also, the complex normalization factor
should not be too disturbing; whenever one calculates an observable quantity, one will
take a squared modulus, making such factors into real numbers.

Section 5.1 Simple One-Dimensional Problems: The Free Particle Page 289



The Free Particle (cont.)

Interpretation of the Free-Particle Propagator

First of all, we note that our derivation would apply generally for evolution of |i(t))
to |¢(t’)), even for t’ < t, with the rewriting of U as

. (XiXI)Z

dx=x7 )
m ho2(t7—t)

[U(tlit)])(x/: me

Second, we note that we can interpret [U(t)],, . as the {|x)}-basis representation of
the state (i.e., what we frequently call the position-basis wavefunction 1x(x, t)) one
gets at time t if one’s initial state is |x’), which has {|x)}-basis representation
(x|x") =68(x —x'):

Pe(x, 1) = (x [1o(t) ) = (x [U(D)[1(0) ) = (x[U(t)lx") = [U(t)],s

Since we interpret |(x |1 )|? as the relative probability of the particle’s position being in
the interval (x, x + dx), it holds that | [U(t)],, / |2dx is the probability that a particle
that is perfectly localized to x’ at t = 0 will be detected in (x, x + dx) at time t.
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The Free Particle (cont.)

More generally, U tells us how the probability of finding a particle at position x at
time t is determined by the initial wavefunction x(x,t = 0) = (x[(0) ):

Px(x, 1) = (x[9(t) ) = (x [U(t)|(0 / ax (x| U(t)|x"y(x"4(0))
:/oo dx” (x |U(£)|x Vb (x, £ = 0)

‘/2m,t b (<t = 0) (5.6)

The propagator belongs to a class of functions called Green's functions that do similar
things: solve some differential equation for a delta-function initial state (or boundary
condition) and thereby, by integrating the Green’s function with the initial state
(boundary condition), one can obtain the full solution at some other time (or position).
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The Free Particle (cont.)

We may obtain a similar, but simpler, expression, in the momentum basis because U is

diagonal there:

(U], = (plU)Ip’) = e F 25 (plp’) = e # 25 t5(p— p')  (5.7)

Thus, we see if a particle is in an initial state |p/) of well-defined momentum, the
propagator is trivial: multiply by a complex phase factor. The above is the
momentum-space Green's function. Applying it to an arbitrary initial state, we have

¥o(p,t) = (p1¥(t)) = (p|U(1)[4(0))
(plU®)Ip" ) p" 11(0))

88

-/
/ dp’e” %thé(p p')¢p(p,t =0)

~% % ty(p, t = 0) (5.8)

8

>~

e

The integral goes away because each |p) eigenbasis element evolves independently.
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The Free Particle (cont.)

Finally, let’s write a different version of Equation 5.6 to see how the {|x)} and {|p)}
representations of the propagator are related

Px(x, 1) = (x[9(t) ) = (x[U(8)[4(0))

(
/_wdpf_oo dp'/_oodx'<x\p><p\U(t)|p'><p'|x’>< [4(0))

[ ot [T dotxle) [ dbeni £ oo p')p" ')
[ <|w(o>>/ b (x ;

pleH fnt
_ d 7%2’#1‘ %p(xfx') !t
—m P e m-€éh Px(x,

= 0)
which ties Equations 5.4, 5.5, 5.6, 5.7, and 5.8 together

{pIx")

(5.9)
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The Free Particle

Gaussian Wave Packets

The Gaussian wave packet initial state is one of the few states for which both the

{|x)} and {|p)} basis representations are simple analytic functions and for which the

time evolution in either representation can be calculated in closed analytic form. It
thus serves as an excellent example to get some intuition about the Schrédinger

equation.

We define the {|x )} representation of the initial state to be

1/4 x
bt =0) = (xlu(0) = (525 ) ermre (5.10)

2mog

The relation between our o and Shankar's Ay is Ay = oxV/2. As we shall see, we
choose to write in terms of o, because ((AX)?) = o2.
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The Free Particle (cont.)

Before doing the time evolution, let's better understand the initial state. First, the
symmetry of (x [¢(0)) in x implies (X);=0 = 0, as follows:

(X)e=0 = (¥(0) X [4(0)) = /700 dx (P(0) [X |x ) (x |4(0) )

1 1/2 _ X2
= dx x e 9% =0 (5.11)
oo 27w o2

because the integrand is odd.

- A " e (1(0) [x) x (x [(0))

Second, we can calculate the initial variance ((AX)?)—o:

2

oo 1/2 _ x*_
(@xP)o= [~ ax (2= o) (5o) € T =a2 (s2)

oo 2702
where we have skipped a few steps that are similar to what we did above for (X):—o

and we did the final step using the Gaussian integral formulae from Shankar and the
fact that (X)¢=0 = 0.
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The Free Particle (cont.)

We calculate the {|p)}-basis representation of |¢)(0)) so that calculation of (P)¢=o

and ((AP)?);—g are easy (by contrast, Shankar Example 4.2.4 does this in the {|x )}
basis):

Ut =0) = (p[u(0)) = [ dx(plx)ix[¥(0))

1 4 —%
dxe RP en PO Xg 4o%
\/27rh/ x (27"‘7>2<)
1 1/4 7(p—pg)
= (22> e ‘9 (5.13)
o3

where the ﬁ comes from the normalization |p) = f |k), where op = R’ and the
final step is done by completing the square in the argument of the exponential and
using the usual Gaussian integral ffooo due " = /7. With the above form for the
{|p)}-space representation of |1(0) ), the calculation of (P):—o and <(AP) Y=o are
calculationally equivalent to what we already did for (X):—o and ((AX) Yt=0, yielding

(P)t=0 = po (AP)?) =0 = 0,2, (5.14)
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The Free Particle (cont.)

We may now calculate |¢(t) ). Shankar does this only in the {|x)} basis, but we do it
in the {|p)} basis too to illustrate how simple it is in the eigenbasis of H. The result
is of course

2
Pt

b e T tm (5.15)

Yp(p, t) = (plY(t)) = (2 "

That is, each {|p)} picks up a complex exponential factor for its time evolution. It is
immediately clear that (P) and ((AP)?) are independent of time. Calculationally, this
occurs because P, and (AP)? simplify to multiplication by numbers when acting on
|p) states and the time-evolution complex-exponential factor cancels out because the
two expectation values involve (¢ | and |¢). Physically, this occurs because the P
operator commutes with H; later, we shall derive a general result about conservation
of expectation values of operators that commute with the Hamiltonian. Either way
one looks at it, one has

(Pye=(P)e=o=po  ((AP)*)t = ((AP)*)t=0 = 0} (5.16)

Section 5.1 Simple One-Dimensional Problems: The Free Particle Page 298



The Free Particle (cont.)

Let's also calculate the {|x )} representation of |¢)(t)). Here, we can just use our
propagator formula, Equation 5.6, which tells us

Ul t) = (x10(0) = [ o’ (U0 (' 10(0)
1/4 . , )
eh Zt ( 1 ) e#pox e 402
\/27rh/t 27 o}
int \1"? (x — 1)
— |:\/27r0)2( (1—4—2 2>i| exp —ﬁ
mo} 402 (14 L
i PR, (5.17)
exp |+ Pox ) exp 5 om .

where we do the integral in the usual fashion, by completing the square and using the
Gaussian definite integral.
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The Free Particle (cont.)

The probability density in the {|x )} basis is

P(x) = [{x[(t))[?

- [27“73 <1+ (2:123)2)}1/2% 202 ((I;??j )2) (5.18)

2 mag
Because the probability density is symmetric about x = % t, it is easy to see that

Xe=2t= (X)eeo+ 2t (5.19)

i.e., the particle’s effective position moves with speed pp/m, which is what one
expects for a free particle with initial momentum py and mass m.
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The Free Particle (cont.)

The variance of the position is given by the denominator of the argument of the
Gaussian exponential (one could verify this by calculation of the necessary integral),

1+ (2 ZZE)T (5.20)

The position uncertainty grows with time because of the initial momentum uncertainty
of the particle — one can think of the {|p)} modes with p > py as propagating faster
than pg/m and those with p < py propagating more slowly, so the initial wavefunction
spreads out over time. In the limit of large time (t > 2 ma2/h), the uncertainty

2
(AX)%)e = 0% {1+ ( ne ) ] = {(AX)?) =0

2
2mo?

((AX)?); grows linearly with time. The “large time” condition can be rewritten in a
more intuitive form:

2
t>to=2mX =mZ =% (5.21)
h op oy

where o, = 0p/m is the velocity uncertainty derived from the momentum uncertainty.
So, tp is just the time needed for the state with typical velocity to move the width of
the initial state. We should have expected this kind of condition because o and % are
the only physical quantities in the problem. Such simple formulae can frequently be
used in quantum mechanics to get quick estimates of such physical phenomena; we
shall make such use in the particle in a box problem.
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The Free Particle (cont.)

Position-Momentum Uncertainty Relation

Before leaving the free particle, we note an interesting relationship that appeared
along the way. Recall that, because the position and momentum operators do not
commute, [X, P] = ih, no state is an eigenstate of both. If there is no uncertainty in
one quantity because the system is in an eigenstate of it, then the uncertainty in the
other quantity is in fact infinite. For example, a perfect position eigenstate has a
delta-function position-space representation, but it then, by the alternative
representation of the delta function, Equation 3.146, we see that it is a linear
combination of all position eigenstates with equal weight. The momentum uncertainty
will be infinite. Conversely, if a state is a position eigenstate, then its position-space
representation has equal modulus everywhere and thus the position uncertainty will be
infinite.
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The Free Particle (cont.)

When we considered the Gaussian wave packet, which is neither an eigenstate of X
nor of P, we found that the t = 0 position and momentum uncertainties were

2
(AX))io =02 ((AP))o =02 = 4%

Hence, at t = 0, we have the uncertainty relation

Vi@xn)coy/(arp)co =1

We saw that, for t > 0, the position uncertainty grows while the momentum
uncertainty is unchanged, so in general we have

(AX))\/(aP)?) =

We will later make a general proof of this uncertainty relationship between
noncommuting observables.

NSt

(5.22)
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The Particle in a Box

The Hamiltonian

A "box" consists of a region of vanishing potential energy surrounded by a region of
infinite potential energy:

V) = lim {0 x| < (5.23)

Vo— o0 Vo ‘X| >

NI~

It is necessarily to include the limiting procedure so that we can make mathematical
sense of the infinite value of the potential when we write the Hamiltonian. Classically,
such a potential completely confines a particle to the region |x| < L/2. We shall find a
similar result in quantum mechanics, though we need a bit more care in proving it.

The classical Hamiltonian is

H(x, p) = ;—m T V(x) (5.24)
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The Particle in a Box (cont.)

Postulate 2 tells us that the quantum Hamiltonian operator is

H(X,P) = % + V(X) (5.25)

Next, we want to obtain an eigenvalue-eigenvector equation for H. For the free
particle, when V/(X) was not present, it was obvious we should work in the {|p)}
basis because H was diagonal there, and then it was obvious how P acted in that basis
and we could write down the eigenvalues and eigenvectors of H trivially. We cannot
do that here because V/(X) and hence H is not diagonal in the {|p)} basis. Moreover,
regardless of basis, we are faced with the problem of how to interpret V(X). Our
usual power-series interpretation fails because the expansion is simply not defined for
such a function — its value and derivatives all become infinite for |x| > L/2.

Shankar glosses over this issue and jumps to the final differential equation; thereby
ignoring the confusing part of the problem! We belabor it to make sure it is clear how
to get to the differential equation from H and the postulates. The only sensible way
we have to deal with the above is to write down matrix elements of H in the {|x )}
basis because our Postulate 2 tells us explicitly what the matrix elements of X are in
this basis. Doing that, we have

2
(XIH(X7P)\X/>:<X\%IX'>+<X\V(X) x") (5.26)
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The Particle in a Box (cont.)

Let's look at each term separately. For the first term, since it is quadratic in P, let's

insert completeness to get the P’s separated:

P2
(xl5—Ix") = (x[PIx" ) {x"|PIx")
2m 2m
=—— dx” |:i§(x—x”):| |: d 6(x”—x’):|
2m dx dx !
:—ﬁa/ dx""5(x — x") [76(x”—x'):|
R d[d ( )
——— | —d(x —x
2mdx [ dx
R? d?
=2 S(x—x'
am XD Gz

where in last step we used Equation 3.127,

d" d"
v S(x—x")=68(x—x' )m
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The Particle in a Box (cont.)

For the second term, we can approach it using a limiting procedure. Suppose V/(X)
were not so pathological; suppose it has a convergent power series expansion
V(X) = 3220 Vk Xk, Then, we would have

KIVX) [x") =3 Viee | XK x ) = 37 Vi (x ) (x Ix )
k=0 k=0

Vi (x’)k5(x—x/) =d(x —x")V(x')

M

x
Il

0
where we have allowed X to act to the right on [x’). This is not a strict application

of Postulate 2; if one wants to be really rigorous about it, one ought to insert
completeness relations like we did for P2. For example, for X2 we would have

(D by = [ ax e Xx X ) = [ x ) B(x  x)
=x25(x —x") = (x")?8(x — x")

For X, we have to insert k — 1 completeness relations and do k — 1 integrals. The
result will be of the same form.
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The Particle in a Box (cont.)

The key point in the above is that we have figured out how to convert the operator
function V/(X) into a simple numerical function V(x) when V(X) can be expanded as
a power series. To apply this to our non-analytic V(X), we could come up with an
analytic approximation that converges to the non-analytic one as we take some limit.
(One could use a sum of tan~! or tanh functions, for example.) The point is that if
we used the expansion and then took the limit, we would obtain a result identical to
the above. So we write

(xVX) [x7) = 8(x — x") V(") (5.28)
With the above results, we have that the matrix elements of H are given by:

R d?

2m A7 + V(x') (5.29)

(xIHIx') = x') |-
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The Particle in a Box (cont.)

Thus, for an arbitrary state |f ), we have that (using completeness as usual)

<x\H|f>—/ o’ (x |H|x" ) (x" |F)

= dx'5(x — x") d2, 5+ V(x| f(x)
/ { 2m d(x')

:/ o /5(x — x") { ;,zn f(i(j()g) + V) f(X/)}

N + V(x) f(x) (5.30)

T2m  dx?
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The Particle in a Box

The Eigenvalue-Eigenvector Equation

Finally, we get to our eigenvalue-eigenvector equation for H, E [)g ) = H |¢g ). This
equation can be written in the following form by applying (x |:

r d?
(x|E|e) = (x|HYEe) = Tom a2 YE x(X) + V(x) e x(X) (5.31)

where |¢g ) is the eigenstate of H corresponding to eigenvalue E (we wrote this as
|E ) earlier but that would prove confusing here) and ¥ «(x) = (x [1g ) is the
{|x)}-basis representation of |¢)g ). We rewrite:

d? 2m
ﬁwE,x(X) + Tz [E = V()] YEx(x) =0 (5.32)

This is a second-order linear differential equation with the constant parameter E
undetermined at this point; it will parameterize the solutions. We have thus reduced
our eigenvalue-eigenvector problem to a differential equation. Solving this equation
will give us the {|x )}-basis representation of the eigenstates |¢)g ) and the allowed
eigenvalues E.
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The Particle in a Box (cont.)

That was a lot of work. By contrast, in the free particle case, we had to do no work
because we already had a basis that was the eigenbasis of the Hamiltonian. Here, we

have set up an equation that will give us the {|x)}-basis representation of the
eigenstates of H.
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The Particle in a Box (cont.)

Finding the Eigenvectors

Our differential equation is a bit challenging because the V/(x) term is piecewise
constant. Since it is straightforward to solve the differential equation for constant V/,
we will solve it separately in the three different regions x < L/2, |x| < L/2, and

x > L/2 (which we will label I, II, and III), and then find conditions to make the
three solutions consistent at the boundaries. We of course also keep Vj finite for now.
So we are searching for the solution to the generic equation

d? 2m
EwE,X(X) + ﬁ OC'QZ)E,X(X) =0

where oo = E for x| < L/2 and o = E — V; for |x| > L/2. Because the coefficient of
the g (x) term is constant, the generic solution is an exponential,

2
YEx(X) =Ae "X+ Be"¥ n:‘/—h—;noz

where a may be positive or negative, and thus k may be real or imaginary, depending
on the value of E and |x|.
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The Particle in a Box (cont.)

Let us consider states with E < V. (We don’t care about E > Vj states because we
will let Vg — oo in the end.) For region I, the A term blows up as x — —oco and must
be discarded to keep the state normalizable; for region III, the B term similarly must
be discarded. We therefore have

PE(x)=Bre™  ypl(x) = Amre "~

Next, let's consider our solution in region II. We rewrite

i —ikx 2m
1/1}:—17X(x):Ae’kX+Be k k:,/ﬁE (5.33)

because we will see later that we obtain the requirement E > 0 and thus o > 0.
E < 0 solutions are not prevented by writing in the above form (they will simply have
k imaginary), we'll just find the above form more convenient.
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The Particle in a Box (cont.)

What are the requirements that will join the solutions in regions I, II, and III? Let us
determine whether t£ ,(x) must be continuous at the boundary by writing the change

in g x(x) at the boundary in terms of its derivative:
L
L, 3te d
vently = [ e S ven)
5—¢€ é, dx
d %+€ 111
- dx — =
ARG C )+/% £yl ()

=)t 32)

ke (AH eik(%ie) — By eilk(576)> — KeA e,K(%+€)

I
o™
|
<
m
X
VRS
N |
!
o

where in, evaluating the integrals, we make use of the fact that the width of the
interval will be taken to zero. This lets us take the value of the integrand at one
endpoint and multiply by the width of the interval.
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The Particle in a Box (cont.)

Now we take the limit Vo — oo, which implies kK — oco. This has no effect on the first
L
term. For the second term, we know e~ " 2 — 0 faster than K — oo because

L
exponentials decay faster than any polynomial, so ke™ "2 — 0 as Vp — oo.
Next we take ¢ — 0, which makes the first term vanish because all the quantities in it

are finite.

So we find the 1g , must be continuous across the boundary.

Now, because k — oo as Vy — oo, we also see that wglx(x) = 0 identically in this

limit. To make ¥£ «(x) continuous, we then have the requirement g (é) =0.

The same condition holds at x = —é by the same argument.

Do we need to find a condition on dix e x(x) at the boundaries? No. We have a
second order differential equation and now we have two conditions on the solution,
that it must vanish at both boundaries. That is enough initial /boundary data to fully
determine the solutions. And, in fact, we will see that there is no condition on the
derivative at the boundaries.
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The Particle in a Box (cont.)

So, to make 1g «(x) vanish at x = &L /2, we have the following pair of equations that
must be satisfied:

Ae k3 y Belks = (5.34)

Ae"k%JrBe*"k% =0

where we have dropped the 11 subscripts on A and B because they are no longer
necessary. This is a pair of linear equations that can be written as a matrix equation

e—iks eiks Al Jo
eiké e—iké B | |0
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The Particle in a Box (cont.)

We require the determinant vanish in order for there to be a nontrivial pair of
coefficients A, B:

ikl _ gikl _g
2isin(kL) =0 (5.35)
which implies
k= "T” n=0,41,42,. ..

Note that kK may have no imaginary part if Equation 5.35 is to be satisfied. To see
this, let's break k into real and imaginary parts, k = k; 4 i ki, and rewrite the above
equation by moving the second term to the right side:

e—ikrLgkil — gikel o=KL

Now, take the modulus. The factors with k, give 1, but the factors with k; are always
different than 1 and mismatched unless k; = 0.

Section 5.2 Simple One-Dimensional Problems: The Particle in a Box Page 318



The Particle in a Box (cont.)

Now we must find the pairs A, B that satisfy the equation. Because the determinant
of the above matrix vanishes, only one of the two linear equations is independent, so
we write the first one using our newfound constraint on k:

Ae "7 yBe'"T =0 = A=-¢""B=(-1)""'B (5.36)

The two complex exponentials are added with a 4+ or — sign depending on whether n
is odd or even.

The final result, then, is that we get a series of sines and cosines as the solutions:

e x(x) = \/%Sin (r”LTX> n > 0, even (5.37)
wEx(X)—\/?COS(”LTX) n > 0, odd

We have dropped the negative values of n because they give the same functions up to
possibly a sign flip, and we drop n = 0 because it gives nonsense for measurement of
particle position (P(x) = 0 for all x).
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The Particle in a Box (cont.)

Note that our solutions automatically satisfy the requirement we have for the K (and
thus P) operator to be Hermitian, that the values at the two endpoints are equal,
because our solutions vanish at the endpoints. The Hermiticity requirement can also
be seen to be the more fundamental reason that kK may have no imaginary part: if k
had an imaginary part, the solution would include a real exponential, which is never
the same at —L/2 and L/2.

Since the interval over which the wavefunction is nonzero will always be finite, we
have been able to normalize the states to unity rather than to a delta function; the
norm of a state is explicitly given by

1 L 1 L
el = welve) = 7 [ axtvebeive) = ¢ [ axiventor

Since the integral of sin or cos? over any multiply of a half-wavelength is 1/2, we
thus see that our solutions are properly normalized. Orthogonality is also ensured by
the properties of sines and cosines on this interval: one can check that (g [¢pg ) =0
for E # E’, and hence we have (¢g |t/ ) = Sggr.
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The Particle in a Box (cont.)

The eigenvalues are now found trivially by evaluating our differential equation,
Equation 5.32, in region II (where V/(x) is finite and in fact vanishes):

m d? h2 k2
Enve x(x) = Tom al YEx(X) = Tn:wE,x(X)

R2k2 P n?

- Ep=—=—
" 2m 2ml2

(5.38)

We see that the restriction to real k ensures that the energies can never be negative or
imaginary. We thus see the requirement of Hermiticity of K return: Hermiticity of K
ensures H is Hermitian, which ensures that the E, will be real. The absence of E < 0
solutions does not come from Hermiticity but from physics: E < 0 states would be
simply be physically unreasonable in this potential.
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The Particle in a Box (cont.)

Quantization

We here see our first example of quantization of physical variables — here, the energy.

The quantization was due to the boundary conditions on the state’s {|x ) }-space
representation. Equation 5.33 for the solution in region II has only two degrees of
freedom: the relative phases of the complex numbers A and B and the value of k.
(The absolute magnitude of A and B would be set by normalization, and the absolute
phase of A is arbitrary.) We found two conditions on this solution, also, based on the
behavior of the state in regions I and II and on the continuity of the derivative at the
boundaries. Two conditions and two degrees of freedom results in both degrees of
freedom being restricted in some way. That results in discretization of k and the
condition on the relative phase of A and B, A= (—1)"*1B.

More fundamentally, the vanishing of the state in regions I and III arose from the fact
that the potential is infinite in regions I and III, preventing the state from extending
out into those regions. It is the inability of the particle to escape to infinity that
results in quantization, as we will discuss more generally later.

In the free-particle case, we have all the trappings of quantum mechanics without the
quantization because of the lack of such boundary conditions.
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The Particle in a Box (cont.)

In the end, then, the thing that makes quantum mechanics “quantum” is not the
postulates, including the fact that a state is a vector in a Hilbert space. Rather, it is
the combination of these facts with the physical restrictions imposed by the
Hamiltonian operator that results in quantization of physical variables, in the
restriction of the eigenvalues to a discrete (if infinite) set.

However, it is important to remember that the other non-classical aspects of quantum
mechanics — the information content in the wavefunction, the probabilistic treatment
of physical observables including the ideas of expectation values and uncertainties —
are certainly important and are present even when there is no explicit quantization.
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The Particle in a Box (cont.)

The Nonzero Ground-State Energy

Why does the ground state have nonzero energy? Classically, we expect that the
lowest energy state of a particle corresponds to no kinetic or potential energy. That
state could easily be realized here, with the particle at rest anywhere in the box.

2 2
Quantum mechanically, though, the lowest energy state has E = ;‘—m % Why is this?

This result is easily seen to be due to the noncommutativity of position and
momentum. We saw earlier in the case of the free particle that position and
momentum satisfy an uncertainty relation, Equation 5.22

(AX))\/(aP)?) >

NSt

Let us assume that this relation holds in general (we shall prove it later). The upper

limit on the position uncertainty is 1/ ((AX)?) < L/2 because the particle’s
position-space probability distribution is nonzero only for |x| < L/2. Thus, we have

h

21/((8X)?)

h
Vi@apry?) > =
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The Particle in a Box (cont.)

- . . 2
Now, the particle energy is related to its momentum by H = 2me (we neglect V/(x)
because it it vanishes everywhere that the wavefunction is nonzero). The same

relation therefore holds for expectation values, (H) = 22 Since (P) = 0 for the
ground state (and any eigenstate), we can thus obtain from our uncertainty relation a
lower limit on (H):

S 1 h? h?
2m — 2m <(AX) 2mL2

The actual value of the ground-state energy is w2 bigger; had we done this more
carefully by precisely calculating ((AX)?), we would have gotten a closer match.

Regardless, we see that the nonzero ground-state energy is just a result of the nonzero
ground-state momentum that arises from the containment of the particle in the

interval [ 3 2] We shall see a similar result in the simple harmonic oscillator, giving
rise to the famous 1 5 hw zero-point energy. It must be emphasized that this nonzero
ground-state energy is not simply an offset that can be subtracted; it is real energy
(purely kinetic for particle in a box, kinetic and potential for the harmonic oscillator)
that has physical consequences. It affects, for example, the heat capacity of solids —
even at absolute zero, there is vibrational motion of the ions in a crystal lattice.

Section 5.2 Simple One-Dimensional Problems: The Particle in a Box Page 325



The Particle in a Box (cont.)

Particle in a Box Propagator

We can use our generic formula Equation 4.18 to write the propagator that evolves
forward any initial state:

2
U = 3 ek Bl v, | = Yoo [~ o o ldunl (539

where we use the shorthand |4, ) = |¢g, ). In the {|x)}-basis representation, we have

i R
0O = (<10 ) = S exp [~ 572 o] ) v
I 271' n2
_Zexp[ Lkt :|’(/}n)<(X)’¢YnX( ) (5.40)

where we abbreviate ¥ x(x) = g, x(x) for the position-space wavefunction for the
nth energy level. This propagator cannot be further simplified, but it certainly provides
a clear calculational method for time-evolving any initial state.

Section 5.2 Simple One-Dimensional Problems: The Particle in a Box Page 326



Lecture 17:
Relation of Particle in a Box Eigenstates to Position and
Momentum Eigenstates
General Considerations on Bound States and Quantization
Continuity Equation for Probability

Date Given: 2008/11/07
Date Revised: 2008/11/07

Page 327



The Particle in a Box

Relation to {|x)} and {|p)} Basis States

We make the obvious point that our energy eigenstates are not position eigenstates:
position operator eigenstates are independent of the Hamiltonian, and our states are
just not the same as the position operator eigenstates in the {|x ) }-basis
representation, so they are not the same in any representation.

We can also easily see that, even though the eigenstates of the Hamiltonian have a
definite energy, they do not have a definite momentum. The momentum eigenstates
are not dependent on the form of the Hamiltonian; it is always true that

Upx(x) = (x|p) = ﬁ ek px (5.41)

Note that we consider momentum eigenstates for the entire real line because the inner
product space we began with was for functions on the entire real line: while the
wavefunction vanishes outside the box, it is still a well-defined function there. The
position basis matrix representation g, «(x) = (x |¢g, ) of our eigenstate |¢g, ) is
different from the above position-basis matrix representations of the |p) basis
elements in two ways:
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The Particle in a Box (cont.)

> Since the 9g, «(x) are sines and cosines, we would need to take linear
combinations of states at |p) and | — p) to obtain them.

> More importantly, 1g, «(x) only equal to tp x(x) over the interval [—é, é],
even though both g, ,(x) and ¥, x(x) are defined on the entire real line.

Hence, our energy eigenstates are simply not equal to momentum eigenstates.

These facts are not surprising and arise simply from the fact that the Hamiltonian
makes dynamics happen. In order for {|x)} basis states to be eigenstates of the
Hamiltonian, a particle, once placed at a point, must never move from that point or
spread out in position. Not even the free particle Hamiltonian allows that! And, while
the free particle Hamiltonian's eigenstates are also momentum eigenstates, that clearly
holds because there is no potential to affect the momentum of the particle. Once one
includes any kind of potential, there is a force that can change the particle momentum
and thus eigenstates of the Hamiltonian simply cannot be eigenstates of momentum.
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General Considerations on Bound States and Quantization

Whence Quantization?

We made the point above that the quantization of energies for the particle in a box
arises because of boundary conditions imposed by the potential energy function, not
by the postulates. This argument holds generally for the bound states of any
potential. We present a less detailed version of the argument given in Shankar Section
5.2 on this point.

Bound states are states whose energy E is less than the asymptotic value of the
potential at co. Classically, this is the case where the particle simply does not have
enough energy to escape to +0o. Quantum mechanically, the wavefunction must fall
off at £oo.

To make the argument, we need to count up the number of free parameters and see
how they are determined by the boundary conditions. For an arbitrary potential, one
can think of breaking it up into small intervals of size . As € — 0, the potential can
be treated as piecewise constant. We thus have our exponential solutions in any
interval, with the argument being imaginary or real depending on whether E is greater
than or less than the value of V(x) in the interval. There are four coefficient degrees
of freedom for each of these intervals (the real and imaginary parts of the A and B
coefficients).
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General Considerations on Bound States and Quantization (cont.)

We have matching of both x(x) and d%lpx(x) at all the boundaries (the derivative
must now match also because the steps in the potential are finite, as opposed to the
particle-in-a-box case). That imposes four conditions (two equations each with real
and imaginary parts) at each edge of the interval.

Now, let us cascade the conditions from left to right. Suppose the four coefficient
degrees of freedom in the —co interval have been set. That gives the four conditions
that the wavefunction in the first finite interval must meet. The four coefficent
degrees of freedom in the first finite interval thus are set. This procedure cascades
through the last finite interval, which sets the four conditions at the last boundary.
This provides enough information to set the four coefficient degrees of freedom in the
+o0 infinite interval. So, once the four coefficient degrees of freedom in the —oco
interval and the energy E are set, the rest of the wavefunction is determined.

Now, let's consider how these first four coefficient degrees of freedom are set
depending on whether we have a free or bound state.

Section 5.3 Simple One-Dimensional Problems: General Considerations on Bound States’and Quantization Page 331



General Considerations on Bound States and Quantization (cont.)

For a free state, we are allowed to keep both the e kX solutions since there is no
worry about either blowing up at +=co. That means we have both the A and B
coefficients, and so we really have four degrees of freedom. For free states, we will
always have two energy-degenerate states with the same energy, a right-going state
and a left-going state. One can see this by noting that the energy eigenvalue of the
Schrédinger Equation does not care about the sign of the argument of the imaginary
exponential because two derivatives are taken:

d? . .
e:tlkx — _kZe:I:lkx
dx?

So, for a free particle, there will always be two independent, energy-degenerate
solutions in the +o0 regions. Since they are independent, their overall phases are
arbitrary and independent. We make an arbitrary choice for this phase (e.g., take A
and B to be real in the —oo region) and that sets the phase of the two independent
solutions. The amplitude of A and B in the —oo region will then be determined by
normalization, as the two states must individually be normalized (to delta functions,
since they do not decay away at +00). Once we have set A and B in the —oo region,
the matching conditions cascade through to fully determine the wavefunction on the
rest of the real line out to +o0o. Thus, in the end, we are able to meet all the
conditions on the wavefunction using only the coefficient degrees of freedom. No
quantization is required.
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General Considerations on Bound States and Quantization (cont.)

For a bound state, the wavefunction must become real exponential outside of some |x|
for a given value of E because E is less than V somewhere: recall that the solution in
any region where the potential is piecewise constant is

. 2m
etrx with K=\ Ge (V—-E)

So, when V > E, k is real.

Once we are forced into the real exponential solution, we acquire an additional
condition we did not have in the free-particle case: the wavefunction may not blow up
at £oo in order for it to be normalizable. This eliminates two of the four coefficient
degrees of freedom in each infinite interval. Essentially, we get four additional
conditions that we didn’t have in the free particle case, which sets A =0 in the —oco
region and B = 0 in the +o0 region. In the —oo interval, this presents no problem:
rather than having two independent solutions, we have a single solution, but we still
pick an arbitrary phase and normalization for the wavefunction in this region as before.
Again, the matching conditions cascade through. However, now in the +oo region,
instead of having four coefficient degrees of freedom to use to meet the four matching
conditions, we only have the A coefficient degree of freedom because B =0 is
necessary to prevent the wavefunction from blowing up at +co. The only way to meet
the four matching conditions is to restrict the freedom in E. Hence, we obtain energy
quantization.
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General Considerations on Bound States and Quantization (cont.)

The final case to consider is when the energy is such that the particle is bound on one
side and free on the other. In such cases, there will be no energy quantization, but
there will also not be independent left- and right-going solutions. The easiest way to
see this is to begin defining the wavefunction on the bound side, which we will take to
be the —oo side without loss of generality. The argument goes through as above,
resulting in four matching conditions at the left edge of the +oc interval. Here, we
can satisfy the four matching conditions without quantizing E simply be allowing the
four matching conditions to set A and B in this region. A and B get tied together,
tying the nominally independent e+ ¥ * solution together. So, being bound on one
side removes energy degeneracy but does not result in quantization. Classically, the
way to see this is that, if you start out with a left-going state heading into this
potential, it will encounter the potential barrier at —oo and be turned around into a
right-going state. Since the eigenstates of the Hamiltonian are time-independent, they
must contain both these behaviors. Thus, the solution is a superposition of left-going
and right-going in the unbound region.

(As an aside, this is also a way to think about the solutions in the bound regions for

which E > V: since the particle is bound and thus bounces off the potential barriers

on the two sides, it can be in neither a pure left-going or right-going state. Thus, our
solution in bound regions is always the sum of the left- and right-going waves.)
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General Considerations on Bound States and Quantization (cont.)

How did this all of this function in our particle in a box case? One can think of it in
terms of keeping V finite, considering only the bound state solutions, and then letting
Vo go to infinity. With finite Vg, the above generic bound state explanation would
apply, resulting in energy quantization for bound states. Then, letting Vy — oo would
not change this, but would simply eliminate any free states. We did not do the
problem in this fashion because, by letting Vj — oo a bit earlier, we could conclude
that the wavefunction vanished in the oo regions. Rather than setting four conditions
at the left side of the box using the wavefunction and its derivative, we instead set two
conditions at each side of the both on the wavefunction alone. This was still four total
conditions on the region 1I solution, fully specifying it. It would have been a bit more
painful to do it in the generic way because we would have to carry along the
non-vanishing region I and III solutions a bit longer, resulting in more algebra.
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The Continuity Equation for Probability

Analogy to Electromagnetism

Postulate 3 of QM tells us to interpret |(x |¢(t) )| as the probability P(x, t) that the
position of the particle is in the interval x to x + dx at time t; P(x,t) is a probability
density for finding the particle. This is similar to the idea of a charge density in
electromagnetism, p(x). In the case of electromagnetism, we have the following
important results:

» The charge in an infinitesimal interval dx or volume d3x is
dQ(x,t) = p(x,t)dx or dQ(X,t) = p(X,t)d>x
» The total charge in an interval [a, b] or volume V is

b
Q(t):/ dx p(x,t) or Q(t):/vdB‘x,g()?7 t)

P The total charge over all space is conserved.
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The Continuity Equation for Probability (cont.)

Section 5.4

» The electric current density is defined as

J(xt) = p(x, t) v(x, t) or J(Z,t) = p(X,t) V(% t)
where v or V is the velocity of the charges currently at position x or X at time t.
s
The charge density satisfies the continuity equation
op(x,t)  9j(x,t) Op(X,t)

9t 9pX%t) e w4y =
ot T ox 0 O T TVl =0

Note the use of partial derivatives now. If one thinks of the charge density as a
density smoothed over a large number of point charges, those charges are
moving their position is a function of t. By 2 we mean “do not move along
with the charge that moves at velocity v (or V), just sit at a point x and watch
the charges flow by and measure the rate of change of the density at the point
x" and by Z% we mean “look at the gradient in x at a fixed point x, again do
not move in x with the charges.”
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The Continuity Equation for Probability (cont.)

» The integral version of the continuity equation is

b
- [ dxpte )+ 1o, ©) ~ i(a 1)) = 0

r2 3x p(R 25 A(R) - (R =
o /vd PR+ [ dxi(R) (% 6) =0

ot Sy

In the one-dimensional case, we initially had an integral over the interval [a, b]
of the perfect differential %, which we simply integrated to get the
difference of the values of j(x, t) at the boundaries. In the three-dimensional
case, we used Gauss's law to convert the volume integral of the divergence of
J(X,t) to a surface integral; i is the outward surface normal at X. Note that, in

both cases, the boundary is fixed in time.

The continuity equation says that charge must flow from one point to another in a
smooth fashion — no sudden appearance or disappearance of charge is possible. Given
that overall charge is conserved, we then have that the electrical current density must
either vanish at infinity or the total current flux must vanish.
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The Continuity Equation for Probability (cont.)

We can prove total conservation and the continuity equation for quantum-mechanical
probability density, which is

P(x,t) = [(x [9(t))|* = [Ux(x, )7 or P(X,t) = [(X|4(t))]* = [Ux(%, 1)* (5.42)

We shall see that the approprate definition for the associated probability current is

i) = 5 o (U O )~ e 2 Ui 0)) (5.4

or J(1) =3

3> 3>

(¥ (% V(5. 1) = % VUL (R, )
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The Continuity Equation for Probability (cont.)

First, let us prove that total probability is conserved. This is just a matter of using the
fact that the Schrédinger Equation implies unitary evolution of the state when H is
time-independent:

/ &x P(%, 1) = / Px((t) [x ) (x [19() ) = () [(2))
Vv Vv
— (@(0) |UT (£)U(D)|$(0) ) = (4:(0) [1(0))

Hence, if we take a time derivative of the integrated probability, we get zero: the total
probability is conserved:

d
7/ d*x P(%,t) =0 (5.44)
dt Jv
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The Continuity Equation for Probability (cont.)

Now, let us prove the other important result from E&M, the continuity equation. We
prove this by explicitly taking the time derivative of the probability density using the
Schrédinger Equation. We will prove this for the three-dimensional case; the
restriction of the proof to one dimension will be clear. Note also that we immediately
restrict to the position-space representation ¥x(X, t) = (X |1)(t)) because we are really
only interested in the probability density and current in this representation. It would
be interesting to discuss the probability current in other representations (momentum,
energy, etc.), but is not relevant here.
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The Continuity Equation for Probability (cont.)

We have

OP(X, t)

O« (X, t) L L OYE(Xt)
ot TR G R e

ot ot
= V(R0 [~ MR (30| + 0no0) [T 0 (3,

=¢e(% 1)

= —% Py (X, 1) {—7 V2 (R, t) 4+ V(Z, t)ox (R, t)i|
+ %%(i‘, t) { 2h V2E(R, 1) + V(X, )i (R, t)}
= % [w; (%, 1)V (R, 1) — thu (%, £) V22 (R, t)]

where we used the Schrédinger Equation and its conjugate to get from the first line to
the second, wrote out the Hamiltonian in the third line (using the fact that the
potential V/(X, t) must be real for the Hamiltonian to be Hermitian and generalizing

d?/dx? to V2 for three dimensions), and then canceled the V(X, t) term to get the
last line.
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The Continuity Equation for Probability (cont.)

Finally, pull one V to the front of the expression and manipulate a bit:

OP(Ft) o [ili[u m e
T =V |:ﬂ [wx(xv t)v"/}X(Xv t) _wx(xvt)vwx(xv t)]:|

- [15 [(Fusx.0) - (Funton) - (Foiz0) - (Fuizon)]

2m
=-V_-j(X t)
and we have our desired result for the continuity equation:

OP(X,t)

V(% t) =0 5.45
59 ¢ w0 (5.45)

Section 5.4 Simple One-Dimensional Problems: The Continuity Equation for Probability Page 343



Lecture 18:
Scattering from a Step Potential

Date Given: 2008/11/10
Date Revised: 2008/11/10

Page 344



Scattering from a Step Potential: Basic Solution

In this section, we are going to consider the problem of scattering of a particle from a
step potential of height V. The complication here is that, physically, we want to start
with incoming particles with well-defined position and momentum, send them into the
barrier to interact, and calculate the outgoing particle state. But such initial and final
states are not eigenstates of the Hamiltonian. So we will first solve for the eigenstates
and then construct a wave-packet initial state, similar to what we did for the free
particle.

We do things in a somewhat different order than Shankar, but the basic ideas are the
same. Shankar begins with wave packets, which can be confusing since he a) has to
fudge some things (e.g., the packet width must be small compared to its initial
distance from the step but large enough that the packet does not spread during the
time it takes to reach the step) and b) considering the wave packet first violates our
normal procedure of writing the Hamiltonian and finding the eigenstates first.
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Scattering from a Step Potential: Basic Solution (cont.)

Setting up the Hamiltonian

We consider a potential

V(x) = { (\)/0 i; 8 (5.46)

We assume Vp > 0 without lack of generality: if V4 < 0, then one can reverse the
x-axis to make the step orientation the same and adjust the solutions accordingly. The
Hamiltonian is of course

P2
H=-——+ V(X)
2m

As we did for the particle in a box, we assume the existence of an eigenstate of H of
energy E, denoted by |1 ). The eigenvalue equation for H is identical in form to the
one we wrote for the particle in a box except for the specific form of V/(x):

R d?
72 2'¢'E,X(X) + V(x) wE,x(X) = E"pE,x(X)
m dx
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Scattering from a Step Potential: Basic Solution (cont.)

Solving for the Eigenstates, E > VW

The stepwise nature of the potential suggests that we should solve the equation
separately in the two regions: region I, x < 0; and region II, x > 0. In each region,
the potential is constant, leading us to write the usual complex exponential form for

the solution:
, . 2
VE(x) = Ae'hx y Bemitix klz,/h—'Z"E (5.47)

) ) 2
B (x)=CeleXy Devilox  jy= h—’: (E - Vo) (5.48)

We restrict k1 > 0 and k» > 0 because the sign-flip freedom in k; and k» is already
allowed by having the two conjugate complex exponentials in each solution.

Since H is Hermitian, we are assured E is real and thus k; and ky are pure real or pure
imaginary. Recall, though, that for H to be Hermitian, we need P to be Hermitian.
When we consider functions on the entire real line, P is only Hermitian if the solutions
either vanish or are exponentials with purely imaginary arguments at +o0o. For

E > V, these conditions are all met without restricting the freedom in any of the
coefficients. We will see that there will be restrictions when E < V.
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Scattering from a Step Potential: Basic Solution (cont.)

As usual, to connect the solutions in the two regions, we need matching conditions.
We showed even for the infinite well that the wavefunction must be continuous at the
interface. The same result will hold here; the same proof goes through, and is in fact
less subtle because everything stays finite. We can show that, in the case of a finite
step, the first derivative of the wavefunction must also be continuous:

d € € d2
EwE,x(X) . = . dx ﬁwE,x(X)
2m [° 2m [€
F [ By wk0+ 57 [ ax (v - ) vl ()
R J_. r Jo '
2m

Q

e [(CEWEL(-9) + (Vo - E)UE (0)]

. . 2 .
where we have used the eigenvalue equation to replace ‘Z(—Q e x(x) and then rewritten
the integrals assuming e is small enough that 1 does not change appreciably over it.
Since we have already shown g ,(x) must be continuous across the boundary, we are
guaranteed the difference in the parentheses will remain finite as ¢ — 0. Thus, as we

let € — 0, the entire expression is guaranteed to vanish, implying continuity of
d
ax VEx(X).
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Scattering from a Step Potential: Basic Solution (cont.)

So our conditions for matching the wavefunction and its derivative are:
A+B=C+D iki(A—B) =ik (C— D) (5.49)

We have four conditions (real and imaginary) and eight total degrees of freedom (real
and imaginary of A, B, C, and D), so we have too much freedom. Recalling our
discussion of the free particle and bound states, the excess freedom is in the fact that
there are right-going and left-going states with the same energy; there is degeneracy
for free states. Initially, one sees this from the fact that k; and ky could take on
positive or negative values, though we restricted that freedom above, saying that it was
already provided in the form of the solution. We apply this freedom here by making
the ansatz that, for a given E, there should be two solutions, one that has D = 0 and
one that has A = 0, corresponding to a right-going solution and a left-going solution.
The right-going solution allows for a left-going solution in region I to allow for
reflection at the interface, but no left-going solution in region II; and vice versa for the
left-going solution. For each solution, we are left with four conditions and six degrees
of freedom. The extra two are, as always, normalization and phase. There is no need
for quantization of ky or ky because there are enough coefficient degrees of freedom.
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Scattering from a Step Potential: Basic Solution (cont.)

Let's do the right-going solution explicitly; the left-going solution will be analogous.
To eliminate the normalization and phase degrees of freedom explicitly, we take ratios,
letting b_. = B/A and c. = C/A. We use — subscripts to indicate “right-going”.
So we have

1+b—>:C—> kl(l—b—»):kgc—»
ki (]. — b_>) = ko (1+ b_,)
ki — k 2k
=2 =2 (5.50)
ki + ko ki + ko

The analogy to a wave on a string reaching an interface where the speed of
propagation changes (due to a change in the string density) is clear. The situation is
also similar to electromagnetic wave propagation across a boundary between two
media with different indices of refraction. For the right-going solution, the left-going
wave vanishes if k; = ko, which corresponds to no step.
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Scattering from a Step Potential: Basic Solution (cont.)

Before worrying about the time evolution, which, as we know, puts a simple
time-dependent complex exponential in front, let's discuss the interpretation of these
two states and their components. These solutions do not decay at infinity, so
discussing the total probability is nonsense. We can, however, consider the probability
currents that we defined in the previous section. Let us calculate them for the
right-going state (c.c. =complex conjugate):

J'L(X)=—ég |:(A*e—ik1x+B*eik1x)687<Aeik1x+Befik1x)_C'Cj|
:7%g[(A*e—ik1x+B*eik1x>ikl (AeiklxiBe—iklx)

—(Aeifix f Be—ihix)jk (—A*e—ikix 4 Broikix
( )it ( )]

:1%[‘Aﬁi|B|2+AB*62ik1x+A*Be—2ik1x
2 m
+‘A|2_|B|2_AB*62ik1x_A*Bef2ik1xi|
h ki

hk
(A2 —|BP] = |A]2 ==
m

(1167

m
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Scattering from a Step Potential: Basic Solution (cont.)

The same calculation for region II is much easier because there is only one component

to the wavefunction:

11 ih * —ikxa
——__|C 2 X
Jj=(x) > e 8
h k
=—2|Cf=

Cellex — c,c]

When thinking in terms of probability currents, then, it becomes clear that the current
breaks into three terms (where we now drop x because the currents have shown

themselves to be constant in each region):

Jml = AP Rk

- m
ot = A M = Ry
, ﬁkQ i
et = AR == e P = T,

(5.51)

R =|b_|? (5.52)
k

T=|c.P2 (5.53)
k1
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Scattering from a Step Potential: Basic Solution (cont.)

The definitions of R and T ensure

ko ki—ko\? ko [ 2k 2
R+T=|b_>P+ =|c=|?= - =1 5.54
+ | |+k1|c | ( >+k1 ki + ko ( )

which then implies

ot jesnt = jerett (5.55)
That is, we have conservation of the probability current at the step, as we expect.

The probability currents thus guide us in the interpretation of the states. The A term
yields a right-going current in region I. The C term yields a right-going current in
region II, which is clearly the part of the probability current that gets transmitted to
region II. The B term yields a left-going current in region I, which we interpret as a
reflected current. The interpretation of the B term as reflection is supported by the
fact that R =1 — T, which is consistent with conservation of probability current at
the step.
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Scattering from a Step Potential: Basic Solution (cont.)

Solving for the Eigenstates, 0 < E < W

How do we solve the problem when 0 < E < Vp? (We will consider E < 0 later.)
Here, the allowed form for our solution is now

. . /2
wIE,x(X) —Aeilix f ge—ikix ki = hirzn E (5.56)
2m
VEx(x) = CeT™ 4 De™X  kp =/ =5 (Vo — E) (5.57)

The solution for region I is the same as Equation 5.47, while the solution for region II
has changed from a complex exponential in Equation 5.48 to a real exponential. The
exponential constant k; is related to the original version ky by ko = i kp. Again, we
restrict k; > 0 and kp > 0 because the sign flip freedom is already in the solution.

Since the solution is real exponential in region II, there is no longer a concept of

right-going or left-going waves in that region. We shall see that we obtain a decaying
evanescent wave in region II and that the probability current there vanishes.

Section 5.5 Simple One-Dimensional Problems: Scattering from a Step Poténtial Page 354



Scattering from a Step Potential: Basic Solution (cont.)

Before continuing, we must set D = 0 to ensure the state is normalizable and hence
belongs to the Hilbert space; left-going incoming states are thereby eliminated for this
range of E and polarity of potential. One can also view this condition as being
enforced by Hermticity of P, which requires that the wavefunction vanish or behave
like an imaginary exponential at oo.

Our matching conditions then become
A+B=C iki(A—B)=—kaC (5.58)

The degrees of freedom now correspond to the E > V| case after we have picked
either a left-going or right-going solution: there are four constraints and six complex
coefficient degrees of freedom. This loss of degeneracy is because there is no
left-going solution for E < Vg and is consistent with our generic discussion of states
that are unbound on one side. As before, two degrees of freedom go to phase and
normalization, so we have a fully constrained problem without any quantization
requirement on ki or Ka.
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Scattering from a Step Potential: Basic Solution (cont.)

Again, we set b_, = B/A and c_, = C/A and rewrite the above equations:

1+b.=c. iki(1—b_)=—roc_

iki(1—b-)=—r2(1+b-)
ikt R _ (iki+ k)’ K —~K3

2ikr

2 1R2

- 5.59

o R4 KRrR Rl (5:59)
2 k2 2ikiko

> e Bl s (5.60)
ki +ry ki + 53

The coefficients are more complicated than in the E > Vj case, but the matching

procedure was the same. Notice that here b_, and c_. can pick up a phase shift,
whereas in the E > V| case, they were real.
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Scattering from a Step Potential: Basic Solution (cont.)

Let’s calculate the probability currents again. The region I probability current keeps
the same form because, though the formula for b_, = B/A has changed, the form of
the solution is unchanged. On the right side, though, our functional form has changed
and so we have to recalculate. The calculation is trivial though, now that the form on
the right side is a real exponential. For this case, wEIX(x) and z[JH* (x) differ only in
their coefficents, not in the arguments of the exponentlals, so

D500 T 000 = L) = i)

(the conjugation of C does not matter because one gets |C|? in each term). Hence,
the current on the right side vanishes! Moreover, one can easily see that |b—.| =1
because its numerator and denominator are complex conjugates of one another. To
summarize, we have

hkl hkl i .
_/_> 1= |A|2 th = |A|2 = —Jﬂ,l Jffn =0 (5.61)

R=1 T:O (5.62)
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Scattering from a Step Potential: Basic Solution (cont.)

As one would expect classically for E < Vp, the right-going probability current in
region IT vanishes — the particle cannot escape to infinity on the right side because it
does not have enough energy — and the reflected probability current is equal to the
incoming probability current. However, there is a finite relative probability of
measuring the particle’s position to be in the barrier (relative to being in any finite
interval in region I)! This is a completely quantum phenomenon that results from the
fact that the particle state is a vector in a Hilbert space, not a definite position and
momentum. If there step barrier were finite in length and dropped back to zero
energy, we would find the probability current would not be zero in that region,
indicating some probability for the incoming particle to tunnel through the barrier to a
free-particle state on the right side. This is a good toy model for o decay in a nucleus.
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Scattering from a Step Potential: Basic Solution

Special Cases: E =V, E=0,and E<O0

» E < 0: The solutions must now be real exponential in both regions, and both
the A and D coefficient terms must be eliminated to make the solution
normalizable. The matching conditions now become impossible to meet:

B=C k1B = —kaC (5.63)
- HlB = —R2 B (5.64)

Since both k1 and ky are positive numbers, one is left with B = C = 0. The
solution becomes nonexistent, since the Hamiltonian acting on a state whose
{|x ) }-basis representation vanishes everywhere returns zero, not a negative E.
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Scattering from a Step Potential: Basic Solution (cont.)

» E = 0: Here, one must reconsider the differential equation in region I; it is now

h2

2m dxsz OX(X)_O

This is directly integrable; the general solution is

PE_gx(X) = A+ Bx (5.65)
We must exclude the second term because it blows up at —oco. So we just have
a constant in region I. This is ok, as a constant wavefunction is delta-function
normalizable (we included p = 0 in our discussion of the free particle). The
region II solution is the same as the 0 < E < Vj case because that part of the

problem does not care about the value of E as long as E < V. The matching
conditions become

A=C 0=—rC (5.66)

Since kp # 0, we thus have A = C = 0. This ends up being the same as the
E < 0 case.
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Scattering from a Step Potential: Basic Solution (cont.)

» E = Vj: Here, the region II differential equation simplifies as the region I

Section 5.5

equation did for E = 0, so we have

Ve (x) = C (5.67)

(Again, the linear term must be discarded because it blows up at +00.) The
solution in region I is the same as for 0 < E < Vy or E > V. Our matching
conditions become

A+B=C iki(A—B)=0 (5.68)

So we have A= B and C = 2 A. This is a rather bizarre state: it is constant in
region II. Note that, because it is constant, the momentum (derivative) there
vanishes. The probability currents are simple and take on the same values that
they do for the 0 < E < Vj case:

2hk1 Qhkl

jmt =14 jrt = —|A| = —jmt  jeull_o  (5.69)

R=1 T:O (5.70)
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Scattering from a Step Potential: Basic Solution (cont.)

The current vanishes not because the probability density vanishes, but because the

state has no momentum in region II. But there is non-zero probability for finding the
particle there. Here, our attempt to understand time-dependent behavior — incoming
particles, transmission, reflection — using time-independent energy eigenstates breaks
down. The probability currents still tell us something reasonable, but the wavefunction

is not easily interpretable for time-dependent behavior. The right way to handle this is
to construct a wave packet, which we will do next.
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Scattering from a Step Potential: Propagator

Propagator

Now that we have found the eigenstates, we can calculate the unitary propagator
based on Equation 4.18

Ut = [ dke R B [lug, e, |+ 0(—ky — K e e, ] (6T

where [1g, ) is the state whose position representation has wavenumber k; = k in
region I. By analogy to the free particle case, we integrate over k (with an £, we
could have used p) instead of E to count states correctly and have the correct
differential in the integral. Also, we have joined the integrals over negative k and over
positive k by integrating only over positive k but summing the positive and negative k
terms. Negative k corresponds to states that are initially left-going (A =0, D # 0);
the 6 function is necessary because there are no such states for 0 < E < Vj for

Vo > 0. We define ky = ,/277’2" Vo, which is the wavevector of the state with energy
Vo. The region II position wavefunction is specified by k also because

2m 2m
k2:\/?(Ek—Vo):\/k2—§Vo

which picks up the appropriate factor of i when E;, < V.
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Scattering from a Step Potential: Propagator (cont.)

The {|x)}-basis matrix elements of U(t) are given by taking the product with (x| on
the left and |x) on the right, giving

(e = | ke h e [(xlue, Y, Ix) + Ok — k) (el (W, Ix)]

= [ e R B [0 ) )+ Oy ) () V()]
(5.72)

Can we do the integral in closed form as we did for the free particle? Even for x <0
and x’ < 0, where the wavefunctions are free-particle-like, the integral cannot be done
in the same way because of the absence of left-going states for 0 < Ex < V. For

x >0 or x’ > 0, the wavefunctions are either decaying exponentials or have an
argument kp that is not related to Ej in the usual simple way, so the integral certainly
cannot be done in the same way for them. So we leave the time-evolution operator in
this form.

We note that we have not found the appropriate normalization factors A and D for
our various eigenstates. We shall address this problem later. However, this means that
the explicit form of the propagator’'s matrix elements remain undetermined up to a
(possibly k-dependent!) normalizing factor.
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Scattering from a Step Potential: Wave-Packet Example

Wave Packet Example

We have so far discussed eigenstates of the H and have interpreted the probability
currents in such a way as to explain time-dependent behavior. This is a bit iffy. Let's
do a time-dependent problem in an approximate form to substantiate this
interpretation.

We will consider propagation of a Gaussian wave packet. Recall that such wave packet
is defined in space at t = 0 by

1 14, _ (x+a)?
wx(x,O):<xw(O)>:(—) ehmictag” st (5.73)

2702
with expectation values at t = 0 of

2
K)=-a (AXP) =02  (Pl=m=fhk (APY)=od= " (574)

Recall that our oy is related to Shankar's Ay by Ay = o V2.
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Scattering from a Step Potential: Wave-Packet Example (cont.)

The wave packet is normalized to give unity probability in the initial state. Our idea is
to time-evolve it forward, scattering it off the step potential, and then out to a large
distance from the step. The packet will break into two separate pieces, one that goes
off to +00 and one that goes off to —oo. We will calculate the probability of
transmission and reflection by calculating the total probability in each component,
separately; this will be valid because they will have negligible overlap if evolved
forward far enough in time.
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Scattering from a Step Potential: Wave-Packet Example (cont.)

We want to have a wave packet that is localized enough that at t = 0 it does not
have significant probability near the step so that we can really speak of the wave
packet being essentially free before and after it interacts with the step. This implies

Ox
ox K a <~ — K1 (5.75)
a

We want the momentum to be well-defined so that the energy and the time needed to
reach the barrier are well-defined. This requires

ag
op < po = p—" <1 (5.76)
0

Finally, we want the time needed for the wave packet to approach and interact with
the step potential to be small compared to the time over which the wave packet’s
width begins to increase appreciably so that the wave packet can be considered
localized both before and after the interaction. Recall that the spreading time,

Equation 5.21, is tg = 2% = U”/Xm. The approach time is tj, = poi/m So we require
v P
a
x = X (5.77)
po/m — op/m po  a

These three conditions can be satisfied simultaneously.
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Scattering from a Step Potential: Wave-Packet Example (cont.)

Because the momentum is so well defined and the wave packet is much smaller than
the distance to the step (so the potential energy may be safely taken to be zero
everywhere the wavefunction has significant amplitude), the initial energy is well
defined. We can see this as follows:

2
(B)= 5P = 2 (PP 4 (@aPR) = 5 (BBt o)) ~ 22 (5.78)
2 _ o (1N e o2

ot = (V) = (5= ) (1P~ (P?)

- (if (1)t + sPIU@PY) + 3((8PPY = (P22 + (8PP))°)

2m
2 2

= (5) (sprarp) +2@p?) = (55) (roh+20)
og b 4p3+203 o
f‘TagN25<1 (5.79)

where we evaluated (P*) using the method for the Gaussian integral h,(c) described
in Shankar Appendix A.2, and in the last step we used op < po.
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Scattering from a Step Potential: Wave-Packet Example (cont.)

So, we have an initial state that satisfies all the conditions we have placed on it. To
time-evolve it, we use the propagator we calculated above (Equations 5.71 and 5.72).
The first step in applying the propagator is, as always, to take the matrix elements
(vE, |1(0)). Let's first consider the inner product with the initially right-going states,
which we labeled as k > 0. These are the states with A # 0, D = 0. We have

(we, 100)) = | i d (v, 1) (0)) = | i de g, (6) x(x,0)
:Aﬁ(k)/j:odx [(e"kx—i-b_)(k)e_"kx) 0(—x) + c_ (k) e kalk (x)} P (x,0)

where k is the wavevector in region I; ka(k) is the wavevector in region II as a function
of k (and of course Vp); b— (k) and c_. (k) are the coefficients defined earlier as a
function of k; and k»; since ki = k and ky is a function of k for initially right-going
states; we just write these as functions of k. We will leave the normalization
undetermined until the end, writing it as A_ (k) to indicate it is the normalization of
the right-going state at k. (We have taken it to be real without loss of generality.)
The 6 functions let us write our region I and II solutions together in concise form.

Section 5.5 Simple One-Dimensional Problems: Scattering from a Step Poténtial Page 370



Scattering from a Step Potential: Wave-Packet Example (cont.)

Now, we may make some simplifications. By construction, the initial wavefunction
¥x(x, 0) is essentially zero in region II (x > 0) where (x) # 0; so the integral with
the c_, term will vanish. By the same argument, we may drop 6(—x) as superfluous.
Next, let's rewrite the above as follows:

(e, [9(0)) = A (K) / ke U, 0) £ A (0B (K) [ dxel u(x,0)

where we have extended the integrals to be over the full real line because the vanishing
of 1x(x,0) in region II ensures the integral obtains no contribution from x > 0. The
two terms are calculating the Fourier transform at k of vx(x, 0) for positive and
negative k, respectively. (Do not confuse this with the A = 0, D # 0 initially left-going
states; we will come to those shortly. This is just a calculational analogy.)
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Scattering from a Step Potential: Wave-Packet Example (cont.)

We know from our discussion of Gaussian wave packets for the free particle that the
Fourier transform of our initial state is

1 0o » 1 1/4 o (x2) 7(><+a2)2
k 0 — d —I1kx 1 Ko (x+a 4oy
o) = o= [~ axetor () etk

1 1/4 (k—kg)? 1
_ ) o
= < ) e 9% eika with ak:%p—

27rai 7203(

where we have made the simple change of variables to k = p/k to match up with the
way we index the states here with k. Since oy /ko = op/po < 1, it holds that the
Gaussian essentially vanishes for k < 0. Therefore,

1 >1/4 _ (k=kp)?

(e, [(0)) ~ V2T A (K) <2Mz woh eika (5.80)
k

where the &~ symbol indicates that this equality holds only for our approximations
ox/a<k 1l op/po K 1andop/py K ox/a.
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Scattering from a Step Potential: Wave-Packet Example (cont.)

If E > Vp, we must also calculate the the inner product of the initial state with the
initially left-going states, which we labeled as k < 0. These are the states with A =0,
D # 0. (We don’t need to worry about these if 0 < E < V because, recall, they don’t
exist for this range of energies.) We expect these inner products should essentially
vanish because the initial state is almost entirely right-going. We have (skipping a
step since it is identical to what we did before for the inner product with |+, ))

(we_, 10(©) = | T i, () 6a(x,0)

= D (k) /j; dx [(e*"b(m +c (k) e"kz<k>X) 0(x) + b (k) e*"kxo(fx)]* Px(x,0)

Note that the role of b and ¢ are exchanged here because the reflected and transmitted
waves correspond to the C and B coefficients for an initially left-going wave (we did
not write out explicit formulae for c— (k) and b (k) earlier). We can see that all
these terms vanish as follows. The first two terms vanish because the eigenstate
wavefunction is only nonzero for x > 0 (the 6(x) factor), where, by construction, our
initial state essentially vanishes. The third term vanishes because, even though it is
nonzero for x < 0, it is a negative k wave; we argued above that the initial state has
essentially no contribution from k < 0, so we may take that term to give zero also. So
the initial state has no components in the initially left-going states, as we expected.
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Scattering from a Step Potential: Wave-Packet Example (cont.)

Since Equation 5.80 is thus the only term left for the initial state, we know that its
probability density in k must integrate to unity. Therefore, we may conclude

A_ (k) =~ 1/v/2 7. Note the approximation symbol; we will obtain an exact value later
and show how it reduces to this approximate result.

We have our inner products, so now the state at some time t later (for any E > 0) is

(xlu(t)) = /0 " dk ek Bt x e, ) e, [1(0))

7, —ige 1 ik x —ikx\ pr_ i ka(K) x
N/O dk e~ w Ex —m[(e +b_.(k)e )9( x) 4 c—(k)e'" 9(X)]

/4 (k—ky)?
1 T 402 ika
X e k e
27rai

For 0 < E < V), the c_, term goes from a complex exponential to a real exponential
as necessary. Our arguments using the vanishing of the initial state for x > 0 and

k < 0 continue to hold to give us the same Gaussian form for (g, [4(0)) even when
E < V.
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Scattering from a Step Potential: Wave-Packet Example (cont.)

We note that b_, (k) and c_ (k) are slowly varying functions of k compared to the
Gaussian in k that is sharply peaked at k = kp, so we may approximate them as
constant at k = kg and pull them out of the integral. We also separate the terms:

/4 (k—ky)?
O(=x) [  _ig ik 1 Taer ik
(x|y(t)) = / dke™ n Tkfel KX e Tk e'fa
V2 Jo 271'0%
1/4 (k—ky)?
+9(—X)bﬁ(k0) Oodke—%Ektefikx 1 . 40% eika
V2m 0 Zwai
1/4  (k—kg)?
+9(X)Cﬁ(k0) /wdke—%Ekteikg(k)x 1 o Tod cika
2
V2 0 27y

Let’'s check this form at t = 0. The first term is the positive k part of the Fourier
reverse transform integral. Since the {|k)}-basis representation of the original state is
sharply peaked at kg > 0 with oy /ko < 1, this positive k part of the integral is
essentially the full integral. The second term is b_. (ko) times the negative k part of
the integral. The negative k part of the integral contributes negligibly to the Fourier
transform, so that term can be taken to vanish. The third term is trickier. But we
don’t need to evaluate it directly. Since the first term is essentially the initial state, all
the probability is there and the third term must vanish by simple conservation of
probability.
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Scattering from a Step Potential: Wave-Packet Example (cont.)

Now, let's evaluate (x [1(t)). To determine the reflected and transmitted
probabilities, we want to know what happens well after the interaction with the step

. . 2
potential, t ~ toyr = 2tjp =2 ofm”

The first term looks like the positive k part of the free-particle propagator acting on
the initial state. Because the initial state is well-defined in momentum about kg > 0,
this is a very good approximation to the entire propagator. That propagator would
move the wave packet forward with speed pg/m, which would leave it centered at
—a+ 2t at time t; for t ~ tour, the wave packet would thus be well to positive x.
We showed earlier that the wave packet does not spread very quickly; for t ~ tou:, the
spreading remains negligible compared to its position. So, for such times, this wave
packet would thus have almost vanishing value for x < 0. For later times, the
spreading becomes linear in time; but, because the propagation is linear in time, the
value of the wavefunction at x < 0 remains negligible. So, since this term is multiplied
by 6(—x), the entire term vanishes for t ~ to,: and later.
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Scattering from a Step Potential: Wave-Packet Example (cont.)

To evaluate the second term, let's change the integration variable from k to k’ = —k:

/4 (K +ky)?

— 0 i P T 4,2 sl

2nd te,m:w/ dk' e F Extgik’x % e 49k e ik'a
V2w — oo 2m oy

We now have the negative k part of the integral for the free-particle propagation of a
state centered tightly around momentum —kg and that started at position x = +a at
t =0 (i.e, in region II). By the same kind of argument as we used above for the first
term, this is essentially the entire free-particle propagator for an initial state with
position a > 0, mean momentum py = —h kg, and momentum spread

op = hox << pp. The 0(—x) function is now 1 for t ~ tou: because the state will be
at x ~ —a at that time, so the 6 function does nothing. So we have

—1/4 2
1 (X+%t) i LE
2nd term = — 7 &p | —— e hoxemm Er
2 1ht 2 rht
2mog <1+2mg§) 4oz (1+2mg§)

This is just a left-going Gaussian wave packet with mean position x(t) = a — % t,
mean (and constant) momentum —pg, constant momentum width op, and a position
width that spreads with time in the same way as for the free particle. That is, this term
looks like a free particle that propagated from x > 0 with no effect from the barrier.

Section 5.5 Simple One-Dimensional Problems: Scattering from a Step Poténtial Page 377



Scattering from a Step Potential: Wave-Packet Example (cont.)

The third term is much harder to evaluate. We make a generic argument to obtain the
probabilities in the reflected and transmitted waves. The second term is a standard
Gaussian multiplied by b_, (ko). The Gaussian will just give unity when the probability
is calculated, so the probability in the reflected part is

R = |b_(ko)|? (5.81)
By conservation of probability, we know that the probability in the transmitted wave is
T=1-R (5.82)

We know that |b— (ko)| =1 for 0 < E < V by our direct calculation of b_, (k) earlier
(Equations 5.50, 5.59, and 5.60), so we are even assured that R=1 and T = 0 for
0 < E < Vp: the probability at large time is completely reflected by the barrier.
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Scattering from a Step Potential: Normalization of Eigenstates

Normalizing the Step Potential Eigenstates

The attentive reader will notice that we never calculated an exact for form for A_, (k),
the normalization of the right-going eigenstates for the step potential. Let's return to
that calculation and check that the result reduces to A_. (k) = 1/v/2, the
approximate value we determined above using the wave-packet example.
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Scattering from a Step Potential: Normalization of Eigenstates (cont.)

Let's first do the calculation for E > Vj in the obvious fashion:
e 2

(e, lwe,) = [ dxlug, o]
— 00

0 . . oS}

— A2 {/ dx [1+\bﬂ|2+bﬂ (e*2'“+e2'“)] +/ dX|CH|2}
oo 0

— AP |:(1+\b_>|2+\c_,\ / dx+b_,/ 2'“]

= AP [+ b= + e ?) mk k) +2m(—k k)]
= A= P7 (L4 b2 + [ ?) (K [K)

In the first step, we make use of the fact that, for Ek > Vo, the wavefuncion in region
II has unity modulus. In the second step, we use f dx = 35 f_oo dx and change

variables on fioo dx e 27kx 5o that it becomes Jo© dx e27kx_In the next step, we

recognize that these integrals are what one gets when one calculates inner products of
{|k)} basis elements, and then that (—k |k) = 0 by orthogonality.
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Scattering from a Step Potential: Normalization of Eigenstates (cont.)

Next, we need to decide what we want (g, [1g, ) to be so we can solve for |A_ 2.
Since our eigenstates for E, > Vj extend to oo, they must be delta-function
normalized, so presumably we want (g, |¢g, ) = 6(0) = co. And it is true that

(k |k) = 6(0) = co. However, having co on both sides of an equation can result in
missing factors because any number times oo is co. Let's be a bit more careful.

Since Equation 5.71 used dk as the differential for the integral over all possible states,
we want in general to have (Yg, WEk/ Yy = &(k — k’). This is the same as the
normalization of the {|k )} basis, (k |k’) = 6(k — k'). We are now assured the

(%E, |1E, ) = (k |k) and there is no issue of a missing scale factor between the two.
There would have been had we chosen, for example hdk as the measure for the
differential. In any case, we are now free to cancel §(0) from both sides, leaving:

1= |AsPr 1+ =2+ =)

We have the freedom to choose A_, to be real, so we may solve the above:

. ) 1/2
A (k) = V2r (1+|b_,(k)|2+|C—>(k)‘2)
! 2k (k= ko) \ M2
- 7 (0 ) B e
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Scattering from a Step Potential: Normalization of Eigenstates (cont.)

Now, interestingly, when E; > Vj, the only limit in which the above expression
reduces to A ~ l/m is the limit E, > V{ because then k» ~ k and the second
term vanishes. So, surprisingly, we discover another condition that must be imposed in
order for our wave packet solution to be valid: E > Vj if E > V. The reason this is
necessary but was not apparent initially is that it is a condition that derives from the
transmitted wave packet in region II. Essentially, in order for our wave packet
approximation to be valid, we should have placed the additional condition that

ok /ka < ox/a: this ensures that the transmitted wave packet on the right side also
meets our requirements about being well-defined in x, in p, and to not spread too
quickly.

It is amusing to note that, when Ex = V{ and ky = 0, the above reduces to

1 (1 2k(k—0))’1/27 1
V2r (k +0)? CV3V2m
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Scattering from a Step Potential: Normalization of Eigenstates (cont.)

How does this normalization issue work out for E, < Vp? In this case, the
wavefunction in region II is a decaying real exponential and its contribution to the
normalization integral is finite and can thus be ignored compared to the infinite
contribution from region 1. So, we have

A= (1+ |bi(k)|2>1/2 - \/% (HLR)I/Z

1
=—— 0<E<W (5.84)

vam

Our approximate solution for A_, is exact when E < V{ and the wave packet is
completely reflected. Note that the condition o,/pg < 1 implies og/E < 1 and thus
oe/Vo < 1in this case: the wave packet energy width must be small compared to the
potential height. This ensures that none of the momentum modes in the wave packet
can be transmitted.
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Theorems on One-Dimensional States

There is no degeneracy in one-dimensional bound states.

The proof is given in Shankar; we repeat it here only for completeness.

Suppose there are two degenerate bound states with the same energy E, |1)g 1) and
|e2). By “bound”, we mean that their {|x)}-basis representations,

PE1,x(x) = (x|9e,1) and YE 2 «(x) = (x |¢g 2 ), fall off at oo faster than l/m
so that they can be normalized to unity rather than a delta function. Then they both
are eigenvectors of H with the same eigenvalue E: H|Ye 1) = E |1)g 1) and
H|Ye o) = E|e2). The {|x)}-basis representation version of these statements is

(xIH e 1) = (x|E|ve 1) (xIH|Ye2) = (x|E|vE2)

We may write the above as (recall, use the {|x)}-basis matrix elements of H and
insert completeness in this basis):

R d?

- 5 > wE,l,x(X) + V(x) "pE,l,x(X) = EwE,l,X(X)
m dx
R d?

~ o ez VE2x () + V) YE2x(x) = Ee2x(X)
m dx
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Theorems on One-Dimensional States (cont.)

Multiply the first equation by g > «(x) and the second by 1g 1 «(x) and difference to
obtain

d? d?
YE,1,x(X) s YE2,x(X) — YE2,%(X) s YE1x(X) =0

d d d
o (¢E,1,x(X) Ix YE2.x(X) = YE2,x(X) Ix ¢E,1,x(X)) =0
d d
PE,1,x(x) P YE 2,x(X) — YE2,x(X) o YE1x(X) = ¢

where in the last step we simply integrated the total differential. Now, assuming that
PE1,x(x) and g o «(x) are bound states, they must vanish as [x| — co. Thus, the
left side of the equation vanishes as |x| — oo; since the right side is constant, ¢ =0 is
needed.
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Theorems on One-Dimensional States (cont.)

With ¢ = 0, we have
1 d 1 d
YE,1,x(X) awE'l’X(X) T e p(x) dx
d d
Ix [Ine1x(x)] = I [In e 2.x(x)]
INYe1x(x) = Inea(x)+d

VE1x(x) = €T YE 2k

wE,2,x(X)

d is a constant, so the two states are the same up to a constant — hence, they are the
same state. In fact, if they had both been unity-normalized, then d = 0 is necessary
and they are identically functions, too.
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Theorems on One-Dimensional States (cont.)

The eigenfunctions of H = % + V(X) in one dimension can always be chosen
to be real.

Again, the proof is given in Shankar; we repeat it here only for completeness. We also
try to explain better under what conditions it fails.

By the same arguments as given for the previous theorem, consider the eigenvalue
equation for H and the state 1g with eigenvalue E:

2
() V) () = Eve ()

For Hamiltonians of the above form, we can complex conjugate the above equation:

FL2

2ITI dx ) wE x(X) + V(X) wE X(X) sz,x(x)

We see that £  (x) is the {|x)}-basis representation of a state that is also an
eigenstate of the same H with the same eigenvalue E.
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Theorems on One-Dimensional States (cont.)

The fact that H stayed the same under complex conjugation is a result of its particular
form; if one had H = % -0 % + V(X) (i.e., friction included), the differential
equation obtained in the second step would have been a different differential equation,
so one would not be able to say that ¥z  (x) is also an eigenfunction of H with
eigenvalue E.

We shall see below that, for a bound-state energy E, the fact that, ¥£ «(x) and
WE (x) are both eigenfunctions of H does not violate the previous no-degeneracy
theorem.

With the above requirement on H, we may define two real linear combinations:

Ve ()= 5 (Verl) +0EL00)  Bewile) = o (Va0 — vEA(0)

Because they are linear combinations of eigenstates with the same eigenvalue E, these
two states are also eigenstates of H with eigenvalue E. Note that g , j(x) is not just
the imaginary part of 1g «(x); the extra factor of 1/i makes it real also. Hence, the
theorem is proven — we constructed two real eigenfunctions from the two
eigenfunctions ¥g «(x) and ¥¢ (x).
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Theorems on One-Dimensional States (cont.)

Now the issue with degeneracy. If E is a free-state energy, then there is no problem
with having two such independent functions; there is no guarantee against degeneracy
for free states.

What happens when E is a bound-state energy? Do we still get two real solutions?
For E a bound-state energy, the no-degeneracy theorem implies ¥f  (x) = a e «(x).
Moreover, since we know |95 (x)[2 = |¢g «(x)[2, we have |a|? =1 and thus

a = e'?. Therefore, we find

YE x,r(X) = % (1 + 6'9) YEx(X)  YExi(X) = % (1 - 6'9) YE x(x)
Thus, we get two real functions that are just ¥g ,(x) multiplied by two different
complex numbers; they are the same up to a multiplicative factor and thus not linearly
independent. So the no-degeneracy theorem is not violated. In special cases, in fact,
one or the other vanishes identically: If one starts out with g ,(x) perfectly real, then
e’®=1and YE x,i(x) = 0; if one starts with 1 (x) perfectly imaginary, then
e’ =_1and PE x,r(x) = 0. It all holds together.
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Lecture 21:
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Motivation

As you have no doubt heard before, the primary motivation for studying the simple

harmonic oscillator is that, for any system subject to a potential energy V(x) and for

motion around an equilibrium position xp (where, by definition, d% V(x)‘ =0), the
X0

system acts like a simple harmonic oscillator. Explicitly, the potential energy is

(x —x0)2 4 -

X0

2
V(x) = V(x0) + dii V)| (x—x0) + % % V(x)

The first term is an unimportant constant, the second term vanishes at xp because it
is an equilibrium position, so the third term is the first important term. It is quadratic
in the displacement from xp, just like a simple harmonic oscillator. If the kinetic term

2
is the usual ;—m, then the Hamiltonian for the system may be approximated as

p 1
Hlxop) = 5 5 ko

where we define k = i—zz V(x)| and redefine the origin to be at xp. That is, we have
x0

the simple harmonic oscillator.
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Motivation (cont.)

The above argument is equally valid for multiparticle systems; in fact, the SHO
approximation can be even more useful there because of the complication of dealing
with so many particles.

See Shankar and any intermediate mechanics textbook (Marion and Thornton, Hand
and Finch, Goldstein) for more examples.
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Coordinate Basis

{|x)}-Basis Hamiltonian and Eigenvalue-Eigenvector Equation
The classical and quantum Hamiltonians are
2

1
H(x,p) = ;—m—i-amu.@x

2 P> 1 2 42
= HX,P)= — 4+ - mw° X (6.1)
2m 2

As usual, we first need to find the eigenstates of the Hamiltonian, H [ ) = E |¢g ).
Also as usual, we insert completeness and take the product on the left with (x|
(repeating this completely generic step so that you are reminded of it!):

(x|H [¢e) = (x|E |vE)
/7 dx’ (x|H|x" Yx' [pe) = E (x |ve )

e} , P2 1 P , ,
[ xl (4 5 M X)) s(x') = E ()
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Coordinate Basis (cont.)

We calculated in Equations 5.27 and 5.28 the matrix elements (x |P? |x’) and
(x|V(X)|x") in a way valid for any one-dimensional problem, so we use those results:

o0 , B d 1 / N
./700 dx §(x — x") [72m m+§mw2(x )2} YE x(x") = EvYE x(x)

R d 1, .,
o Gl Y x(x) + 5 mwix YEX(X) = Evex(x)  (6.2)

2
There are two natural scales, a length b = 1/% and an energy Eg = hw = %. If
we define y = % and € = E£ then we may scale out the dimensions:
0

d 2 Eb2 2,2 b4 2
B 5 e () + o e a(X) = T 5 PEA(x) = 0
d2
W¢e(}’)+(2€_y2)¢s()’):0 (6-3)

The physics is now mostly done and we have a math problem. The other bit of input
from the physics is the boundary condition 1. (y) — 0 faster than 1//|y| as |y| — oo
so that the resulting state can be normalized. We know the state should be
normalizable to unity because the potential becomes infinite at large |x| and thus
there can be no free states.
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Coordinate Basis (cont.)

Solving the Differential Equation
We must now find the solutions of Equation 77

2
ﬁ Qpa(}’) + (25 - y2) WE(Y) =0

y
subject to the boundary condition . (y) — O faster than 1/,/|y| as |y| — oc. e is a
parameter that gives the energy eigenvalue.

This is a second-order linear differential equation with non-constant, polynomial
coefficients, so you know from your math classes that one has to construct a series
solution. In principle, this is all straightforward. However, we will go through much of
the calculation in detail because this is the first such case we have encountered. Also,
for the sake of your mathematical physics education, it is important to become adept
at doing this kind of thing: just as differentiation and integration are second nature to
you by now, and hopefully you are getting to a similar point on linear algebra, you
need to internalize methods of solving differential equations.
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Coordinate Basis (cont.)

Let's first consider the asymptotic behavior of the equation: this will put the problem
in a cleaner form for the series solution. At large |y|, y? > ¢, so we have

o 20 () — 0
a2 Ve —yvely) =

(Notice that the equation no longer depends on € and hence we can drop the ¢ label
for now.) A solution to this equation, in the same limit |y| — oo, is

2
Y(y) = Aymets
which we can see by direct substitution:

d? d
=%

=

<

N
|

([my’"‘1 +y" (£y)] A ei%)

[(m(m—1)y™ 2+ (m+1)y™) + (my™ 1+ y™1) (£y)] Aeié

2
=[y™L@m+1)y" +m(m-1)y™?] Aet'T
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Coordinate Basis (cont.)

Now take the |y| — oo limit:
d? Y=o 2 4 m +2 2
07 Yly) Ty AYTeT T = yi(y)

2
. . . v
The asymptotic solution works. So, our solution must asymptote to y™ etT at large
|y|l. To be normalizable, and hence physically allowed, the + solution is disallowed,

leaving only

lyl—es™ )2
2

V) Y e (6.4)
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Coordinate Basis (cont.)

In order to further constrain the form of the solution, let us consider the |y| < € limit,
in which we can ignore the y? term, giving

d2
?"ps(y) +25¢S(Y) =0

This is a second-order linear differential equation with constant coefficients, so we
know the solution is a sum of harmonic functions:

Ye(y) = a cos (@y) + 3 sin (\/Ey)

Notice that the solution depends on ¢ in this limit. Since we ignored the term of order
y?2 in the differential equation in this limit, we only need to consider this solution to
first order in y, which gives

ly]—0

Ye(y) = a+pBV2ey (6.5)

That is, the solution behaves like a polynomial as |y| — 0.
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Coordinate Basis (cont.)

A full solution that would satisfy the above limits is

y2

Pe(y) = ve(y)e™ 2 (6.6)

where u(y) — = a+ BvV2ey and u(y) s y™. (Note that us(y) now carries the

€ subscript because the Gaussian portion has no dependence on e by construction.)
Let us plug this into the full differential equation and obtain a differential equation for

u(y):
2 2
CZ/Z + (26—y2)} (us(y)eJT> =0
2 2
dd2 us(y) — %Us(}’)‘f‘(y2—1+2£—y2) u5(y)} e T =0
& 2y < 2e—1 =0 6.7
ﬁus(y)f yd—yus(y)+(ef Yue(y) = (6.7)

Our asymptotic considerations indicate that the solution to this differential equation
behaves like a polynomial both as |y| — 0 and as |y| — co. This leads us to try a
series solution of the form ue(y) = >-72 Ceny”.
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Coordinate Basis (cont.)

Feeding the series solution form into the differential equation yields
oo
Z Cen[n(n— 1)y" 2 —2ny" + (2e — )y"] =0
n=0

S Compz(m+2)(m+1)y™ =3 Con(2n+1—2¢)y"

m=0 n=0

where, for the first piece, we relabeled the sum over n to be a sum over m=n— 2;
the m index starts at 0, not —2, because the first two terms of that series vanish
(n(n—1) =0 for n=10,1), and we moved the second and third pieces to the right
side. Since the functions {y"} are linearly independent (recall, we argued that they
could be used as a basis for a function space on the interval [a, b] because no one of
them can be written as sum of the others), the sums must be equal term-by-term, so

2n+1-—2¢

(n+2)(n+1) (6.8)

Cs,n+2 = Ce,n

The coefficients C. o and C 1 are left to be determined by initial conditions.
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Coordinate Basis (cont.)

Now, as is usual in these circumstances, we require that the series terminate at some
point so that the asymptotic behavior is obeyed: as we have it now, the series goes on
forever rather than converging to y™ for some m. This also explains why we have
obtained no quantization condition on ¢ yet: as we explained in Section 5.3,
quantization of the energy arises because of the bound-state condition that the
solution must decay sufficiently quickly at co; our solution does not yet satisfy this
condition!

Shankar complicates this issue by following the unterminated solution to its logical

. . y|—o0 . .
conclusion. That is unnecessary: we know that >->°, C, y" ! |—> y™ is impossible

unless C, = 0 for n > m by the same linear independence argument as made before.
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Coordinate Basis (cont.)

So, let's just require termination:

2n+1—-2¢
0=2C =Cen——
£,n+2 E,n(n+2)(n+1)
0=2n+1-2¢
2n+1
£ =
2

We obtain the condition that € must be an odd half-integer.

The above condition only terminates either the odd or even coefficients, depending on
whether the n set by ¢ is odd or even. To ensure termination, we must require

C.,1 = 0 when n is even so that the odd terms all vanish and, conversely, C; o =0
when n is odd so all the even powers vanish.

To summarize, with € an odd half-integer of the form ¢ =
2e—1

2";1, ue(y) is a polynomial

of order n = and containing only the odd or even powers of y depending on
whether n is even or odd, respectively. This solution matches our asymptotic
conditions.
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Coordinate Basis

Explicit Form for the SHO Solutions

Our solutions are of the form
1/4 , .
mw mw _mwx
YE, x(x) = (71—]5,22"(nl)2> H, (X 5 ) e 2h E, = (n+ 5) Aw

where Hp(y) are the Hermite polynomials

Ho(y) =1 Hi(y) =2y

Ha(y) = =2 (1 —2y?) Hs(y) = —12 (y _ §y3)

where the choice of the Cp and C; coefficients in each case is arbitrary but is a
convention (one that allows the given simple form for the normalization). The
normalization can be calculated by some tedious integrations that we will not go
through. The different eigenfunctions are of course orthonormal,

(e, [Ve, ) = ffooo dXiZJEmX(X) YE,,x(X) = dnm. The related orthogonality and
normalization of the Hermite polynomials alone is given in Shankar, as well as a
recurrence relation that we will not need.
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Coordinate Basis

Properties of the SHO Solutions

We note some interesting properties of the solutions:

Section 6.2

» Parity

The parity operator 1 makes the transformation on the wavefunction x — —x;
formally, M|x) = | — x). Since this defines the action of I for an orthonormal
basis, it fully defines . We can see I is Hermitian:

(M Ax) = x| = x) =3(x"+x) = (=x"|x) = (<M= (x|

Hence, it has real eigenvalues and its eigenvectors form a complete basis. The
symmetry of the potential V/(x) implies that the Hamiltonian and the parity
operator commute, so the eigenvectors of H must also be eigenvectors of I1.
Since M is Hermitian and M2 = /, the allowed eigenvalues of I are +1,
corresponding to even and odd functions, respectively. We see this property
reflected in the SHO eigenfunctions. As we explained in deriving them, each
Hermite polynomial contains only even or odd powers of the argument. Hence,
they are either even or odd in their argument. The Gaussian that multiplies
them is even, so the solutions themselves are either even or odd in x. The same
property held or the eigenfunctions of the particle in a box, and in fact is the

reason we chose to have the box over the interval [fé, é] rather than [0, L].
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Coordinate Basis (cont.)

» Number and Positions of Zeroes
The Hermite polynomial H, is a polynomial of order n, so it must have n zeros.

What is interesting is that these zeroes are contained inside the classical turning

points, xg = £ 2E" , the points where the kinetic energy vanishes and the
potential energy is maX|m|zed. The argument is not trivial and goes as follows.

We may calculate the first derivative at any point by by

d / o e ’ d2 ’ bt / 2 /
— = dy'—— = d -2
& Ye(y )y /y S OE Pe(y”’) /y y’ ((y") &) e(y”)
Since 1< (y) e >° 0 in order for 1< (y) to be normalizable, it holds that
o 9 e (y) s ° 0 also. Thus, one end of the left side vanishes, giving

—ws / dy’ [(y')? - 2€] bely”)

Note that the factor in the integrand, (y)? — 2¢, is positive for
(y)? > y2 =2e.
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Coordinate Basis (cont.)

Section 6.2

Next, define y,, with e = n+ 3, to be the position of the last zero of 3¢ (y)
(there is no amibiguity as to what yp means because we know the n = 0 mode
has no zeros). For y > yp, the sign of ¥(y) is fixed because there are no more
zeros. For specificity, suppose it is positive; we can always apply a —1 to ¥ (y)
to make this true without changing the positions of the zeros. The above
equation tells us the first derivative must be negative for y > max(yo, yn)
because the integrand is positive in this region.

Now, suppose yn > yo. Since ¥(y) is positive for the regime y > y,, the
derivative at yp, d% e (yn), must be positive in order for the function to cross
through zero from negative to positive value at y,. But we showed above that
the first derivative is negative for y > max(yo, yn), which, by our assumption
Yn > Yo, corresponds to y > y,. We have a contradiction.

The contradiction can be resolved by supposing instead yp > y,. Then, the
integrand can go through zero to negative values for y > y,, making it possible
for the integral to change sign and for d% e (yn) to go from its asymptotic

negative value to a positive value at y,.

So we have y, < yo = V2¢. Putting the units back in, we have
| h /| h 1 /2 E,
Xn < Yo/ — =/ —/2(n+ =) = = Xp
mw mw 2 k
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Coordinate Basis (cont.)

Section 6.2

The same argument can be carried through for negative x; QED.

One last note. The above implies that the wavefunctions are oscillatory only in
the region inside the classical turning points, and decaying outside there. This is
consistent with our generic discussion of bound states and how quantization
arises in Section 5.3. There, by breaking the potential into an infinite number of
infinitesimally wide piecewise constant regions, we saw that solutions ought to
be oscillatory in regions where E > V/(x) and decay outside there. The SHO
solutions obey this rule.

Position and Momentum Uncertainties
Shankar goes through a straightforward demonstration that the state that

saturates the uncertainty principle, with /((AX)2)((AP)?) = % is the ground
state of the SHO. This is unusual; we found for the particle in a box, that the
energy of the ground state is higher than that implied by the uncertainty
principle.

Shankar also discusses how this implies there is zero-point energy — just as for
the particle in a box, the ground state has nonzero energy — and that this has
measurable physical consequences, such as the fact that the vibrational energy
content of a crystal at absolute zero does not vanish.
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Coordinate Basis (cont.)

» Classical Limit
Shankar also shows by illustration for n = 11 that the higher n modes have
probability disributions peaked at the turning points, corresponding to the
distribution of dwell time one expects for a classical SHO, in which more time is
spent near the turning points than near the origin. The lowest modes do not
satisfy this, but we only expect to recover the classical dwell time in the limit of
high energy, when the discretization of the allowed energies becomes
unnoticeable; i.e., when E > hw.
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Coordinate Basis (cont.)

The Propagator

We calculate the propagator by the standard formula, Equation 4.18, and also
calculate its {|x ) }-basis matrix elements:

u(t)

=3 e Bl (0) ) (wE, (0) | = Z e (M) @ty Yy, |

U)o = (xIUE) ") =3 e (M3« tx jyg, ) (g, Ix”)
n=0

/)2

> i 1 mw 12 mw X2 mw (x
:Ze_’(’”ri)“’t - Hp(x)e™ 2k Hu(x')e™ ~ 2k

poard Th220 (n !)2

mw 1/2 (x2 4+ (x")?)cos wt —2xx’
= (7) exp mw -
2wihsinwt h 2sinwt

where the sum is not obvious. Shankar derives it using path integrals, which we will
unfortunately not have time to cover.
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Energy Basis

Motivation

So far, we have found the SHO's energy eigenvalues and eigenstates in the {|x )}
basis. However, because the energies go up linearly with the state index n (i.e., the
energy levels are spaced equally), we are motivated to think of the eigenstate that the
system is in as corresponding to a number of “quanta” of energy fiw. Rather than
thinking in terms of energy levels, we could think in terms of a “number” operator
multiplying the energy per quantum. How do we get there?

Before continuing, we remind the reader that it is generically true that the
Hamiltonian can be written in the form

H="Enlve,) (e, | = 3 EnlE ) (Eal = 3 Enln)(n]|

The issue at hand is whether this offers any simplification. In general, it does not
because, in general, the E, are not equally spaced. In fact, for potentials that have
both bound states and free states, there are two pieces to the sum involved, one for
the discretely spaced bound states and one for the continuum of free states. There is
no natural idea of an energy “quantum” and hence no motivation to think in terms of
a number operator.
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Energy Basis (cont.)

Raising and Lowering Operators

Without real motivation, we define the operator
1
_Jime s b1 P
2 h 2 m
Its adjoint is
T /1 mw X — /1 1 P
2 h 2 mwh

(After you have seen canonical transformations in Ph106, the motivation will be clear;
we will come back to this later.) One can easily check that they satisfy

1 ~ H 1
[a,aT]zl H:(aTaJrE)hw <~ H:E:(afa#»g)
Both relations arise from [X, P] = i h, which holds in any basis.

We call af and a raising and lowering operators for reasons that will become apparent.

Section 6.3 The One-Dimensional Simple Harmonic Oscillator: Energy Bdsis Page 414



Energy Basis (cont.)

Basis-Free Eigenstates of the Hamiltonian

We want to find the eigenstates of H. To date, we have always had to write the
eigenvalue-eigenvector equation for the Hamiltonian in either the position or
momentum basis; usually the former to obtain a differential equation that we can

solve for the {|x)}-basis representation of the eigenstates |E ). Here, we are going to
try to avoid a basis altogether. Getting used to this idea is not easy.

So, we want to solve
Hie) =¢le)
(The use of the £ symbol is suggestive.) First, we need the following:
[a, Fl] = {a, ata+ %} =aala—alaa= ([a,aT] + aTa> a—alaa=a

~ 1
[af, H] = {af, ala+ 5] =afafa—afaal = atafa—af ([a, all+ aTa> =—af
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Energy Basis (cont.)

The above lets us show that, if |¢) is an eigenstate of H with eigenvalue ¢, then a and
a' generate from |¢) other eigenstates of H:

Hale) = ([P/,a]+aﬁ) le) = (—a+ae)le) = (¢ — 1) ale)
Aatle) = (IH,a'1+atH) o) = (af +a'e) o) = (e + 1) ale)
That is
ale) = Cele—1) afle) = Copale +1)

(We use the fact that there is no degeneracy of bound states in one dimension, so
there is one eigenstate with eigenvalue |¢).) The rationale for calling a and a raising
and lowering operators now becomes clear.
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Energy Basis (cont.)

Left with the above only, we might think that there are states of arbitrarily low energy.
We know from our {|x )}-basis solution that this is not true. We can also prove it
more generally given the form of the Hamiltonian. Consider (¢ |H |1 ) for an arbitrary
state ¢ ):

1 1 1 1
WIHW) = S @IP ) + S k(@ IX2[) = —[P)[* + - kX [$)* > 0
m 2 2m 2

Therefore, any eigenvalues of H and hence H must be nonnegative. Notice that the
proof that the kinetic term is nonnegative holds always, but the proof for the potential
term is specific to the SHO potential and is not generally true.

The lower limit tells us there must be a lowest energy state that satisfies
aleg)=0

so that we cannot obtain any lower energy states. (We should properly write [0) on
the right side for the null vector, but, as we shall see, this may become confused with
|0) = |eo ), the ground state ket.) We then have

—~ 1 1
(eolafaleg) =0 = (ao|H\5g>:§ and <50\H|ao):ihw
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Energy Basis (cont.)

Are we certain there is no parallel chain of states with different energies? Since we
have started from scratch in the energy basis, we must assume we have no prior
knowledge that € must be an integer.

Yes, we can eliminate the possibility of a parallel chain by calculating the energy of the
lowest energy state. Suppose there were a parallel chain of states, |¢’), with
eigenvalues ¢’. By the same argument as above, we are assured there is a lowest
energy state in the chain, |e}) for which ale{) = 0. The dimensionless energy of that
state is then also ey = % by the same argument as for |gg ). So |ej ) is degenerate with
leo ). But we have proven that one-dimensional bound states are nondegenerate, so it

must be that |g( ) is proportional to |ep ); they are the same state.

So, we have the set of eigenstates of H, connected by the raising and lowering
operators.
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Energy Basis (cont.)

The Inner Product in the Energy Basis

At this point, we only have made use of the following facts:

Section 6.3

>

X and P, and therefore H, are Hermitian operators on the linear vector space of
states.

Being Hermitian, we are assured that the eigenstates of H form a basis for the
space.

Because the potential has no maximum value, we are assured that all states are
bound states and, with the addition of the fact that we are considering a
one-dimensional potential, we are assured they are nondegenerate. (Though we
proved nondegeneracy via the position basis, nondegeneracy is a
non-basis-specific property; moreover, our use of the position basis was not
specific to the SHO.)

We can define raising and lowering operators a and a in terms of X and P, and
we find they connect the various eigenstates.
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Energy Basis (cont.)

We have not formally defined the inner product on this space. (The inner product we
have defined for our one-dimensional problems so far relies on the position basis,
which we are trying to avoid.) However, we proved in Section 3.6 that, if there is a
reasonable inner product for the space (recall, Hermiticity does not require the
existence of an inner product, though it is much easier to prove when there is one!),
then the eigenstates of a Hermitian operator are mutually orthogonal. We therefore
take this as part of the definition of the inner product on the space. This leaves the
normalization of the inner product unspecified, so we also assume the eigenstates are
normalized. Since the C. constants are still undetermined, we still have the necessary
freedom to set the normalizations of the eigenstates individually.

Let us now use that freedom to determine what the constants C. must be in order to

be consistent with the above normalization choice. We obtain a condition on C; as
follows, using ale) = Ccle — 1) from earlier:

1=(e—1le—1) =|C|(e|atale) = |C| (e (Fl— %) le)

=16 (= 3) oy =16 (- )

— \CE\Zza—

N =
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Energy Basis (cont.)

At this point, life is less confusing if we define the number operator,
N=ata=H- % It obviously has the same eigenstates as H and H, with

eigenvalues n = ¢ — % It “counts” the quanta of energy in the oscillator. The above
relation is then

|Cal?=n — Co=e'®/n
where ¢, is arbitrary for each n. The simplest convention is ¢, = 0 for all n, giving
aln) =+/n|ln—-1) aflny=vn+1|n+1) (n|m) = 6pm

This defines the inner product for the entire space because the {|n)} are a basis. Any
state can now be obtained from the ground state by use of raising operators:

In) = % (a")"10)

Finally, we make the important note that, given the above definition of |n), there is
now a notational degeneracy between the SHO ground state |0) and the null vector
|0). As we did above, we are simply going to use 0 for the null vector because context
will always make it clear whether O refers to scalar or a vector.
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Energy Basis (cont.)

Matrix Elements of Various Operators

Here we list some useful matrix elements that we can derive from what we have done

so far:
(nlalm) =+/m{nim—1) = V/m&sm-1
(n]afm) =vVm+1(n|m+1)=vVm+ 16y m1
h h
X =1/ —— (aT +a) — (n|X|m) =/ —— (\/er 10 met +\/m,,,m,1)
2mw 2mw

P=i mwh (aT - a) = (n|P|m) = i\/w (\/m—&—l&n,m“ - \/mé,,,m_l)
2 2
1 1
H= (N+ 5) hw = (n|H|m) = (n-{—E) hwdn,m

The marix representations are given in Shankar; they are obvious from the above.
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Energy Basis (cont.)

Shankar makes the point that working in the energy basis, which gives these simple
forms for matrix elements of the fundamental X and P operators, makes matrix
elements of any function of X and P (or of a and af) easier to calculate than
evaluating integrals using the {|x)}-basis representation of the eigenstates. We won't
try to reproduce the algebra of calculating (3| X3|2) here.
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Energy Basis — Coordinate Basis Correspondence

From the Energy Basis to the Position Basis

We have made no reference to the {|x )} basis in our discussion of the energy basis so
far, so we have no way to compute P(x) = |[{x|n)
a particle in state |n) at position x. There is a clever way to figure it out, though,
using the raising and lowering operators. We begin with a|0) = 0 (0 is the null vector
here!) and take the inner product with (x| and insert completeness:

0:<X\a\0>:/j;dx'<x|a|x’><x'|0)
:/j; dx’ (x| (mx+imp> Ix") Yo,x(x")
\/’;'7;:/ dx’ (x8(x —x )+i |:i5(x_xl):|)'¢0,x(x/)

dx

(X
:\/gl dx’ (xé(x—x')-i—mls(x—xl)%)?/’mx(x/)
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Energy Basis — Coordinate Basis Correspondence (cont.)

We thus have a first-order differential equation for v x(x):

= (ﬁxﬂ/il) ) =04 = (y4 2 ) o) =0

where, as before, we have switched to a dimensionless position variable, y = ,/% X.

This is a first order differential equation, easily solved:

dipo(y)
— _yd
o(y) d
2
Ino(y) + ¢ = —%

y2
Yo(y) =Ae” 2

We thus recover the {|x)}-basis representation of the ground state!
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Energy Basis — Coordinate Basis Correspondence (cont.)

The appropriate normalization is A = (mw/m h)}/*. We may then use the raising
operator to obtain the rest of the states:

D"
\F

(x|n) = (x|—=

\/7 1/4 7mw><2
2h
2mwh €
d 1/4 7mw><2
—_ 2h
V 2mwh dx ) €
2
- ( ) -5
7rﬁ22" n|

where we skipped the usual rigamarole of inserting completeness in the {|x)} basis
between the (aT)" operator and |0); it goes the same way it did for our calculation of

(x|al0).
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Energy Basis — Coordinate Basis Correspondence (cont.)
One can see that the above is equivalent to the formula for the {|x)}-basis
eigenstates (Equation 6.9) by using recursion relations for the Hermite polynomials.
The two recursion relations given in Shankar (they are derived from the differential
equation Equation 6.7 and the coefficient recursion relation Equation 6.8 for the
Hermite polynomials) are

d
o Hn(y) =2nHp-1(y) Hnt1(y) =2y Ho(y) —2nHp—1(y)
which can be combined to find

Hur(y) = 2 Haly) — diy Haly)

Let's do the proof of equivalence inductively. First, show it is true for n = 1:

1/4 1/4
mw d\ _»# mw _2
<X1>:<7m22(1!)2> (-4) :<mu)> (2y)e

. 1/4
_ (m) Hi(y) e = vg a(y)

N

as expected.
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Energy Basis — Coordinate Basis Correspondence (cont.)

Next, assume it is true for n and show that it is true for n + 1

(x|n+1)= me 1/4( 7i)"+le*§
T\ wh2200+) [(n + 1) 12 Y

dy
1 1/4 1/4 d\" _2
= (22(n+1)2) Y <7rh22"[n']2> (y_jy) ¢
1 1/4 1/4 7ﬁ
- (22(n+1)2) (wh22”[n|]2> Hh(y)e™ =

N <7rh22(n+1) (n+ 1)1 ) (2YH" Y)**yHn(y)) -7

= <7r K 22(n+1) [L:n T 1) !]2> Hoyi(y)e 2 = ’lﬁEnH’X(y)

We have thus found complete equivalence between the energy-basis eigenstates
reexpressed in the {|x )} basis, and our original {|x)}-basis eigenstates
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Rewriting Postulate 2

We see from the energy-basis study of the SHO that the matrix elements of X and P
in the {|x)} basis, which are specified by Postulate 2, were irrelevant. Recall
Postulate 2:

The independent variables x and p that describe completely the state of a
particle in classical mechanics are represented by Hermitian operators X and P
in the Hilbert space of states, with X and P having the following matrix
elements when using the position basis for the Hilbert space:

(x|X[x") =x6 (x—x") <x|P\x/>:—ihdiX§(x—x/)

Any arbitrary classical dynamical variable w(x, p) has a corresponding
Hermitian operator

QX,P) =w(x — X,p— P)
where we simply replace x and p in w with X and P to obtain Q(X, P).

The part of the above statement that we used was the resulting commutation relation
[X,P] =ihl, along with the unintuitive but otherwise unsurprising definition of a.
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Rewriting Postulate 2 (cont.)

We are thus led to a perhaps more fundamental statement of this postulate:

The independent variables x and p that describe completely the state of a
particle in classical mechanics are represented by Hermitian operators X and P

in the Hilbert space of states; X and P and are defined by the canonical
commutator

[X,Pl=ihl

Any arbitrary classical dynamical variable w(x, p) has a corresponding
Hermitian operator

QX,P)=w(x— X,p— P)

where we simply replace x and p in w with X and P to obtain Q(X, P).
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Rewriting Postulate 2 (cont.)

The first obvious question is: how do you figure out what the matrix elements of X
and P are? Our work in the energy basis showed that you do not necessarily need to
know off the bat what these are; they can be inferred from solving for the eigenstates
in the energy basis.

The second obvious question is: is this consistent with our original version of
Postulate 27 Let's show that this prescription works out in the X basis, meaning that
it returns our original version of Postulate 2. We work in the basis of the eigenstates

of X; we are guaranteed such a basis exists because X is Hermitian. For obvious
reasons, we denote these basis states by {|x)}. In this basis, it by definition holds that

X|x) = x|x)
If we normalize {|x )} such that (x|x’) = §(x — x’), then we have

(x|X|x")y =x8(x—x")
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Rewriting Postulate 2 (cont.)

We know from Section 3.10 that, if we we choose P = —i i D, where D is the
derivative operator, then we obtain

(x|P|x") = —iﬁi(S(x—x')
dx
and that this leads to Equation 3.151,
[X,Pl=ih

The question is: is this the only possible valid definition of P? No. Since we are
calculating the commutator with X, we can add to the above definition any operator
that commutes with X. Since the only operators we know about are X and P (every
other operator we have looked at has been derived from them), the only kind of
operator that commutes with X that we know about is an arbitrary function of X; i.e.,

P=—ihD+f(X) < (x|P|x")= —ih%é(x—x')-‘,—f(x)(s(x—x')
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Rewriting Postulate 2 (cont.)

It turns out that such a redefinition results in no changes in the observable quantities
and that one can absorb the change by redefinition of the {|x )} basis. Specifically, if
we define

g(x) = /X f(x")dx’
X0
then the redefinition
) — ) =e R EWx)
results in

ZIX|R') = x6(x — x")
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Rewriting Postulate 2 (cont.)
Let's see how the redefinition affects the matrix elements of P:
(x|PIX")
= (x|eT 8 pe= 7 8()|x )
= en £ /oo dx” (x| P|x" Ye~ 7 80 (x " |x)
= e%g(x)/ dx” [—ihi(;(xfx")Jr f(x)8(x —x" } e 78 5(x — x ")
oo dx
b s _ipd (o e " '
=eh —ih— [e rEVIG(x — x ]Jrf(x)é(xfx)
— et 8k d — () N _ ihe— i &) d % '
—eh — | —g(x) [e 2 O(x — x )]7lhe 2 Eé(X*X )+ F(x)o(x — x7)
= —iﬁ%é(x—x’)

That is, by redefining the basis, we recover the original matrix elements for X and P.
This is a very interesting freedom that we have not really studied before. This freedom
is explored in Shankar Problem 7.4.9. The above kind of transformation is called a
gauge transformation; you may have seen it in electromagnetism before. The fact that
the physics is unchanged under the above gauge transformation can actually be
interpreted as rendering the electromagnetic field necessary.
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Rewriting Postulate 2 (cont.)

The idea of using canonical commutators to rewrite Postulate 2 is key to connecting it
in a unified manner to classical mechanics and to generalizing the postulates to new
situations involving new observables. For example, we can use it to rewrite Postulate 2
for situations involving multiple degrees of freedom (e.g., x, y, and z) or multiple
particles:

The independent variables {x;} and {p;} that describe completely n degrees of
freedom in classical mechanics are represented by Hermitian operators {X;} and
{P;i} in the Hilbert space of states. The {X;} and {P;} are defined by the
canonical commutators

[Xi,P]=1ihé;  [Xi,X]=0 [P,P]=0

Any arbitrary classical dynamical variable w ({x;}, {pi}) has a corresponding
Hermitian operator

QX {P}) =w{x — Xi}, {pi — Pi})

where we simply replace {x;} and {pi} in w with {X;} and {P;} to obtain
Q{Xi}, {Pi})-
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Rewriting Postulate 2 (cont.)

To be utterly clear, the original writing of the N-dimensional version of Postulate 2
would tell us that the first commutator is

<X17X21 s XN |[Xi7 Pj]|X1/7X2/7 cee :Xl\//>
=ihd;0(x1 —x{)0(x2 — x3) -+ S(xn — xp)

This is consistent with our new writing as follows:

<X17X27"'7XN |[X,',I3j]‘X1/7X2/,...7X,\/I> = <X11X27"'7XN ‘ih6U|X1/7X2,7"'1XI\/I>

=ihdj;d(x — x{)0(x2 —x3) -+ 8(xn — X,\'/)

(The other commutators always vanish, so we do not bother to write them out to the
above level of detail.)

To study systems with multipled degrees of freedom or multiple partiles, we also need

to deal with Postulate 1, which constructs the Hilbert space. We will do that later.
But, clearly, we already have an extension of Postulate 2 to such systems.
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Deriving the Uncertainty Relation

Review of Expectation Values and Uncertainty

Recall in Section 4.4, in connection with Postulate 3, we defined the expectation value
and uncertainty for a physical observable Q because these are the most definite
quantities we can calculate given the probabilistic nature of measurement outcomes in

quantum mechanics. They are

Q) = (wIQR) ZP(w, wi or /w+de(w)w

(AQ)?) = (@ |[Q - (9)12 [9) = (] [Q2 —(Q)?] |¥) = (¥ |Q%y) — ()2
=P wi— @F o / " dw P(w) (@ — (Q))?

w_
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Deriving the Uncertainty Relation (cont.)

Derivation of the Uncertainty Relations

When we consider the uncerainties in two variables, we shall see that the product of
their uncertainties has a lower limit that is related to their commutator. This should
not surprise as, as we already know that commuting operators are simultaneously
diagonalizable and hence can simultaneously have vanishing uncertainties. But now we
will generically prove the converse case, in which we consider possibly noncommuting
operators.

Consider the commutator of the operators corresponding to two physical variables and
write it in the following form:

[Q,A=iT
If the commutator vanishes, then I is the zero operator, the operator that sends every

state to the null vector. Because Q and A are Hermitian by assumption, I is also
Hermitian (which is why the i was introduced).
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Deriving the Uncertainty Relation (cont.)

Now, consider the product of the squares of the uncertainties of the two operators for

an arbitrary state |¢):
(AR (AN?) = (0 102]9) (0 |R2) with ©=0Q— (@), A=A— (A)
= (@) @) (A1) Alw)
- (§|w>)fﬁ|¢) (Kw))*ﬂm bec. €, A are Hermitian
= [ale)|" [f)]
2

~ o~
> ‘(QWJ)) Aly) by Schwarz Inequality, Equation 3.20

=@ @R ip)|
— |wi{5 [aR+Ra] + } [ -RaR) | 1) 2

2

- E @I [BA] 1)+ 5w [5.A] 19)
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Deriving the Uncertainty Relation (cont.)

To evaluate the above, we use the facts that the operator [ﬁ,ﬂ] is Hermitian and

[ﬁ, K] = [Q,A] =iT is anti-Hermitian, and so the expectation values (¢ | [ﬁ,KL [)

and (3 |['|ap ) are perfectly real. The expression above is then of the form |a + i b|?
where a and b are real, so we know the result is a2 + b2. We thus have

o 2
(@R (@an = § [ [ ] 0]+ i

This is the generic uncertainty relation. It is not that useful yet because the right side
depends on the state [¢).

When the commutator is the canonical value i = i &, then the above simplifies to

aapyan =t wi[an] ] + 2

o s an >

where we made the last step because the first term is always nonnegative. This is the
Heisenberg uncertainty relation.
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Deriving the Uncertainty Relation (cont.)

Saturation of the Heisenberg Uncertainty Relation

The first condition is

Qy) =cAlp)
in order that the Schwarz inequality used early in the proof be saturated. Note that
we are not requiring the relation Q = c A to hold in general — then the two would
commute and this would all be trivial. We are simply requiring that this hold for the

particular state |t ) that is going to be a state that saturates the inequality.

The second condition is for the first term in the generic uncertainty relation to vanish:
@I [2A] w)=0

This is obvious, as if this term is nonzero, then it ensures that the relation cannot be
an equality.
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Examples

Example 7.1: The Gaussian Wavefunction

We have twice gone through the demonstration that a state with Gaussian {|x)}-
basis representation always saturates the Heisenberg uncertainty relation for X and P,

giving
(ax2/(arp) = 7

We studied this for both a wave packet propagating freely and for the simple harmonic
oscillator. In Section 9.3, Shankar shows explicitly that, for any potential, the Gaussian
wavefunction is the only state that renders the inequality an equality by using the first
condition above to obtain a differential equation that determines the wavefunction,

(P—={(P) ¢} =c(X—=(X))I¥)
o d
(<12~ P)) w0 = el = XD w0
where, in going from the first line to the second, we took the product with (x| on the
left, inserted completeness in the {|x )}, and did the completeness integral. The
second condition from above is used in Shankar’s proof, too. It is worth going through

Shankar’s proof for the sake of the technique.
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Examples (cont.)

Example 7.2: Hydrogen Atom

Shankar goes through in detail a calculation of the ground state energy and radius of
the hydrogen atom. Again, it is worth studying the technique used, in particular the
way in which he approximates the potential term in the Hamiltonian, which is not
trivially written as a function of ((AX)?), and then differentiates E with respect to

{(AX)?) to find the minimum possible energy.
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Examples (cont.)

Example 7.3: Diffraction at a Screen

Consider a particle traveling in the x direction with momentum A k incident on a
screen with an aperture extending from y = —a to y = a. The particle’s
position-space wavefunction to the left of the screen is ek *; there is no y
dependence. The aperture truncates the wavefunction in y so it vanishes outside the

interval [—a, a]. The y position uncertainty then becomes 1/ ((AY)?) = % (you can

check this calculation easily). So the y momentum uncertainty becomes

fj 1 :h\/§
2y 2

(APy)?) >

Thus, the propagating plane wave, which initially had no y momentum, acquires a rms
y momentum of this size. This causes the wavefunction to spread out in y; the angular
extent that the image of the particle beam on a far screen will cover is approximately

Jiaap = VAR Vs

hk " 2ka
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Examples (cont.)

Example 7.4: Size of Nuclei

It is experimentally observed that the binding energy of nuclei is in the few

MeV /nucleon range; meaning that nuclei can be caused to break apart by interactions
with photons or other particles having this amount of energy. This information can be
used to determine the approximate size of a nucleus via simple particle-in-a-box type
considerations.

Let a be the typical binding energy per nucleon. Then « is a lower limit on the depth
of the potential well, and thus an upper limit on the energy of each nucleon. We may
get the momentum uncertainty of a single nucleon from the energy via

(AaP)?)

=a = ((AP)*>)=2am,
2mp

From this, let’s use the uncertainty principle to determine the position uncertainty

” o1 R 1
4

2y N
(axy) = (AP)%) 4 2am,
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Examples (cont.)

Numerically, we have

Vi@xm = 5o

1.0 x 1073 Js
2AV2a x 106 x 1.6 x 10719J x 1.7 x 102" kg
2.1 x 10715 m
Va

where we have converted « to J to do the calculation. For most nuclei,

a = 8 MeV/nucleon, so we get 0.7 fm. Now, this scaling with « should not
necessarily be believed — bigger nuclei have higher binding energies but are also bigger
— but the order of magnitude is correct. In practice, nuclei have radii that follow
r=12AY3 fm.
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The Energy-Time Uncertainty Relation

Hand ih % as conjugate operators

The Schrédinger Equation tells us

B S u(e) = HI ()

Let’s take the matrix element on the left with (x| and insert completeness:
8 (o)
ih—zﬁx(x,t):/ dx'(x|H|x")x(x',t)
ot —0

(The total time derivative now becomes a partial time derivative because of the
appearance of x having projected onto the {|x )} basis.) Notice the striking similarity
to the expression for the P operator acting in the {|x)} basis:

—ih% Ux(x, t) = /_0; dx’(x |P|x" ) x(x', t)

where again a partial derivative appears. The variables t and E are mathematically
conjugate to each other in a manner similar to x and p. However, this is not rigorous
in the sense of operators because there is no t operator!
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The Energy-Time Uncertainty Relation (cont.)

We can see the conjugate relationship more rigorously by considering a free-particle
wave packet with

2
X =Rt (AxXPo=ct  (Pl=m  (APF)=di= T

with op/p < 1. The wavefunction as a function of position and time is

Unlx, ) = (x|(t)) = (x |U(e) [u(t = 0))
- /om dpe™h £5 (x| Ep ) (Ep [t = 0)) + (x |E—p ) (E—p [t = 0))]
~ Tlﬁi /ooo dpeh it ek Py (p)

where we have run the integral from —oo to co because ¥p(p) is strongly peaked near
po and po/op > 1 so that the integrand is very small near the origin and for p < 0.
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The Energy-Time Uncertainty Relation (cont.)

Now, let's specialize to x = 0: we want to see what the time dependence of the
wavefunction at the origin is. We have

1 o i P2
B0~ ——— / dp e~ £ 45, (p)
Et
\/27Th/ dE e E ! ye(E)
where  Ve(E) = [ 5z va(p) = - n(p)

This looks like a Fourier transform in E! We are thus led to the idea that E and t
should be conjugate variables in the same way that x and p are, and thus that there
might be an uncertainty relation between them.
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The Energy-Time Uncertainty Relation (cont.)

Let’'s now compare the width in E and the width in t at the position x. Recall that we

calculated the width in E for a propagating free-particle Gaussian wave packet in
Section 5.5 and found it to be

2
2 o Py O Po
(AEY)m2E L =202 _ 24

po  mpy m

At a given point x, what is the width in t? It is related to the width in x by the
expectation value of the velocity:

\/E \/ (AX) _ox(t)  ox

po/m = po/m

where we remind the reader that o,(t) > o« because the width in position space of the
free-particle wave packet grows with time. This quantity is essentially the uncertainty

in the time at which the wave packet passes through the point x. Note that we have

not written the width in t as an expectation value because there is no t operator.
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The Energy-Time Uncertainty Relation (cont.)

Multiplying the two uncertainties together, we have

h
AE (A2 > P o, T o= 2
(aE2\(ae > 2o oo = 1

" po/m

Hence, we obtain a time-energy uncertainty relation. Note the very special way we
had to derive this expression — it was hardly generic. But something like this usually
holds in general. For eigenstates, the energy uncertainty vanishes, but the time
uncertainty becomes infinite because the particle must be in that eigenstate for all
time in order for its energy to be truly perfectly defined.
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The Energy-Time Uncertainty Relation (cont.)

Other Examples of the Energy-Time Uncertainty Relation

» Decaying states
We have not yet discussed Hamiltonians that can result in the decay of states —
e.g., decay of an excited atom to the ground state, decay of a particle. But, a
similar uncertainty relation holds for them. The classic example is the energy
width of a short-lived fundamental particle such as the Z boson. Though the Z
has a well-defined mass My = 91.2 GeV/c2, it has a mass width of about
r,=25 GeV/c2. That is, two electrons collided together with total center of
mass energy a bit less or a bit more than My can still create a Z at rest. This is
because the Z decays with a lifetime of 7 = h/2T,, which, when put into the
right units, is about 10=2% s. One can prove this rigorously by decomposing the
wavefunction of the Z into mass eigenstates and seeing that the wavefunction
has a spread in energy of ;.
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The Energy-Time Uncertainty Relation (cont.)

» Virtual Particles
In particle physics, energy conservation can be violated on very short timescales
by “virtual processes’. For example, the scattering of two particles via transfer
of an intermediate particle (a photon, a Z, etc.) can be though of as emission
of the mediating particle followed by absorption a time At later. For the short
life of the mediating particle, it need not conserve energy — it can have an
energy that is not tied to its momentum by its rest mass. Momentum must be
conserved at every interaction point, but energy only need be conserved over the
entire process. The extent to which energy can be lost or gained temporarily is
related to the time between scatters. We will see a simple version of this when
we consider second-order perturbation theory later.
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Derivation for Unbound States

Motivation

Consider a particle in one dimension in a region of constant potential energy V

extending from 0 to L. (The generalization to an arbitrary position away from the
origin is straightforward and introduces only a constant multiplicative factor.) We
know that, in this region, the solution to the Schrédinger Equation takes the form

$(x) = b(x =0)eFh P p=\/2m (E-V)

Remember that the form of the potential outside the interval [0, L] only affects the
boundary conditions at 0 and L, which determine the coefficients of the + and —
solutions; the functional form of the solution is independent of the potential elsewhere.
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Derivation for Unbound States (cont.)

Now, let's try to generalize the plane-wave solution to a potential that depends
continuously on position. Any reasonable such potential may be treated as the limit of
a set of piecewise constant potentials, and our plane-wave solution is strictly valid in
each region. But the parameters p and A will change from region to region. That is,
we may write the solution in the following piecewise form, where x1, x, etc., denote
the boundaries and pj, p2, etc. denote the value of p in the region beginning at xi,

Xp, etc.:
P(x = 0) eF 7 POX 0< x<x
P(x = x1) ei.lﬁ PLE) g < x < xo
Y(x) = P(x = x2) et s P2 (x—x) X2 < x < x3

We may write the above solution in the following less cumbersome form

P(x) =P(x =0) exp (ié /OX dX/p(X/)> where p(x) = v/2m(E — V(x))
(8.1)

where p(x) is now a piecewise constant function in the same way that V/(x) is; p = po
for 0 < x < x1, p=p1 for x1 < x < x2, etc.
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Derivation for Unbound States (cont.)

Now, let’s take the limit of V/(x) becoming continuous. The definition of p(x) is still
valid, but the solution is no longer rigorously correct (try plugging in to the
Schrédinger Equation and you will see this). But we expect the solution to be
approximately correct if V/(x) varies slowly enough. What is meant by slowly enough?
The integral in the above form is just the integrated phase accumulated from 0 to x.
The phase shift per unit length is given by the wavelength A where A =27 h/p.
When the potential is piecewise constant, then X is piecewise constant. We thus
expect that the above solution is valid if the fractional variation in A over one \ is
small compared to 1:

! d)\)\ <1l = dA <1
A\ dx dx
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Derivation for Unbound States (cont.)

Derivation (for Unbound States)
Let's prove the above more rigorously. Our expected solution is of the form
PY(x) = Ae 70

where ¢(x) may be complex to avoid restricting the form of the solution. The
Schrédinger Equation for our problem is
R d?
— 5 3 () + V(x)d(x) = Ev(x)
2m dx

which we may rewrite as

d? 2(x
[7+ph(2)

dx?

[ w0 =0
Now, inserting our expected solution, we have

(1@)2,1@,12_0
h dx -
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Derivation for Unbound States (cont.)

Now, we would like to apply our approximation. We want to apply our criterion
|dX\/dx| < 1 directly. The instantaneous wavelength of the solution is the distance
over which the phase changes by 27, which we can calculate from ¢(x) via

27 = & 60+ ) ~ 6]

2#71%)\@
dx

2mwh

A(x) = Ta
dx

Now, let's calculate the derivative:

d\  2nh d%¢
dx  (de\? dx?
(%)
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Derivation for Unbound States (cont.)

So our condition |[d\/dx| < 1 is

27 h d?¢ 1 d?¢ 1 1 /d¢\?
— 1 = |- — = |
<:1T¢>2 dx? < ‘ﬁ dx? <<27r 2 (dx)

This tells us that the second term in the differential equation is small compared to the
first.

For convenience, let's define o to be the ratio of the two terms, which is just d\/dx:

1 d?
— B dx? di
a = 5 =
11 (do dx
21w K2 dx

Our approximation condition is therefore |a| < 1.
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Derivation for Unbound States (cont.)

However, we may not just ignore the second term because the result will then be too
gross an approximation. For the sake of pedagogy, let's go through it to see that. The
differential equation for ¢ becomes

1do\?> p? do
L) = =0 — =4
(h dx) h? = dx P(x)

Integrating, we obtain
X
60) = [ ox'plx)

Our solution implies d2¢>/dx2 = +dp/dx. But our approximation has consisted of
ignoring d?¢/dx?. This implies we should ignore dp/dx, which is equivalent to
ignoring dV/ /dx = 0. But p will then just be a constant. This is too gross an
approximation, we have completely ignored the spatial dependence of the potential.
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Derivation for Unbound States (cont.)

So, rather than ignoring terms of order «, let us carefully expand ¢ to first order in «;
our approximation condition requires that |a| < 1, so it is a good parameter to
expand in terms of. That is, let

#(x) = do(x) + a ¢1(x)
and, similarly,
d d d
ax (x) = dx do(x) + o dx $1(x)
d? d? d?
e P00 = ga el Fagg a1l
Note that this is not a Taylor expansion in position; « is just a dimensionless

parameter. You can think of it as a Taylor expansion in terms of a where higher order
terms in « give us a better approximation to the exact wavefunction.
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Derivation for Unbound States (cont.)

The condition |a| < 1 actually puts a condition on the expansion coefficients, which
we can see by simply writing the definition of « in terms of the expansions:

2
1d d) 1 (d %o ) 1 d’¢o
o= B dx2 _ h dx? +a d><2 - h dx2
1 11 (doo |, dén 11 (deg)?
2w h? 27 h2 dx dx 2w h2 dx

where, since |a| < 1 is already a requirement, we have dropped all terms of order « or
2
higher on the right side. This relationship between % and (%) will be

important below.

Plug the o expansion formulae into our differential equation:

h h h?

(L) 2o s idn sl
A dx o

2 a2 a2
<d¢0+0‘ > i o o G _P2(X)_0

"2 dx dx h dx?2 h?

where we have dropped all terms of order o2. Based on our rewriting of a above, we
2

saw that the third term is already of order a without having to keep the ddx‘él term;

hence the importance of that rewriting.
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Derivation for Unbound States (cont.)

The above differential equation consists of terms of zeroth order in o and of first
order; that is, we have a polynomial in a.. For the equation to be satisfied for arbitrary
a, the coefficient of each power of @ must vanish. We thus obtain two equations:

(1 @)2_ PP _, 20 dgo dpy _ i d’y
h? R dx dx h dx?

R dx R odx dx

The first equation is the same one we found when we made the approximation a = 0;
it yields

d X
U0 —tpx) = == [ ')

We see how our previous solution was indeed too gross an approximation: it consisted
of setting o = 0, neglecting any variation in the potential.
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Derivation for Unbound States (cont.)

The second equation is

2a dgo dén _ i d’do

R dx dx  h dx?
2

2iady LR
TR dx g

9% — +p(x) (the + sign cancels out in the

Now, here we use our solution for ¢, ”
numerator and denominator of the right side):

_2iads @
R odx p
2ic

— —
hd>1+c np

i 1 d 1
Ladn:fflnﬂJrC:ln—JrC
h 2 Tdx NG

Note that we may assume « is constant for the purpose of doing the integral because,
by assumption, any variations in a will be of order o and may be ignored.
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Derivation for Unbound States (cont.)

So, we have, to first order in «

¢(x) = go(x) + ad(x) = i/x dx’p(x’) + ?In \/% +C

peio_ A
Y(x) =Aer NGO exp( /dxp )

The lower limit of integration is arbitrary and its value just modifies the overall phase
of the wavefunction. So, we see that the solution follows roughly the form that we had
guessed initially, but there is an additional ﬁ factor out front. The heuristic
explanation of this factor is that it yields P(x) = |(x)|*> = % = nw(i)
factor is just an overall constant that is unimportant, but the v(x) factor is
position-dependent and simply recalls the classical fact that the dwell time in a small
interval about the point x is inversely proportional to the velocity at that point v(x).
This is similar to the point we made about the higher excited levels in the SHO (see
Section 6.2), where the probability density also becomes inversely proportional to the
particle velocity.

The mass

The above result for the wavefunction is called the semiclassical approximation because
of the assumption that the fractional wavelength change per wavelength is slow. It is
also called the Wentzel-Kramers-Brillouin or WKB approximation after its originators.
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Derivation for Unbound States (cont.)

One thing we need to check is the self-consistency of the approximation; that is, does
it turn out that |d\/dx| < 1 as we required to start with? We just calculate it
directly from the solution. (Note that the p~1/2 factor has no effect on the

wavelength of the solution, just on the normalization.) But this is trivial to check, by
construction. From the final solution, it holds that

Ax) ~ ———

2

dr 142

dx 1 (do\?
27 h \ dx

So the approximation is self-consistent — if we assume |d\/dx| < 1 to start with and
then calculate d\/dx from the solution, we recover |d\/dx| < 1. This may seem
tautological, but that's the beauty of doing the expansion in terms of a: the

self-consistency is manifest (obvious) at all points during the calculation, so in the end
it is trivial that self-consistency is assured.
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Derivation for Unbound States (cont.)

Regime of Validity in Terms of Classical Quantities

Moreover, the approximation is not too gross anymore, as we now allow d\/dx # 0,
which implies dV//dx # 0. In fact, let’s rewrite our condition on A in terms of V and

E. We have

2 1 [dgo\? dv 1 dgo d?
V)= E- P _p_ 1 (do v _ 1 ddo ddo
2m 2m \ dx dx m dx dx2
1 P m dv dv dv 27k
o= B dx? _ h dx _ __dx _ _d p
11 (dég)\? 11 (dég)3 p3(x) 2T
27 2 \ dx 27w ”2 \Udx 27 hm

The final expression is essentially the ratio of the work done on the particle by the
potential over a distance A compared to its kinetic energy; the former is the negative
of the change in kinetic energy over the same distance. So the semiclassical criterion
is simply that the fractional change in kinetic energy over a wavelength be small
compared to unity. i comes into the problem by giving the conversion between the
classical momentum and the quantum wavelength. Note that it is not simply a
statement about the potential itself, which is why the semiclassical approximation is
not expected to work for any arbitrary state in a potential; rather, we expect it to
work for excited states in which T is large compared to the work that can be done per
unit wavelength. dV/ /dx does not change with the kinetic energy, but T gets bigger

and X\ gets smaller as T increases.
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Derivation for Unbound States (cont.)

Now that we have the semiclassical requirement in an easier-to-understand form, let's
discuss under what conditions it is satisfied. First, the condition makes no sense in
regions where E < V/(x) because then T is negative and there is no wavelength to
speak of. We will need to modify the solution for these regions, though we shall see
that a reasonable solution can be found. Second, the solution will fail spectacularly
when E ~ V/(x), i.e., near classical turning points. At these points, T — 0, but the
numerator is nonzero (in order for there to be a turning point!), so the approximation
simply fails. This is equivalent to p(x) — 0, in which case the wavefunction’s
normalizing factor blows up and the dwell time becomes infinite. Both of these
problems affect bound states near and outside the classical turning points. We shall
deal with these problems in the next section.
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Derivation for Unbound States (cont.)

Probability Current

We can calculate the probability current in the WKB approximation and see that it is
sensible:

N 9
J= -5 (1/1 (x) aw(x) —(x) gw (X))
h (izép(x)) V¥ (x) (%)

P(x) v(x)

where P(x) = ¢*(x) 1(x) is the probability density and v(x) is the velocity. This
makes sense: the probability current is simply the probability times the speed at which
the particle moves. (Note that the terms involving derivatives of the pfl/2 terms
cancel because they are the same for ¢ and ¥*.) The simple form arises because of
the way p(x) appears in the argument of the complex exponential.
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Derivation for Unbound States (cont.)

Our derivation differs somewhat from Shankar’s, and this deserves some explanation.
The difference lies in how we expand ¢(x). First, Shankar says the expansion
parameter should be A, using the heuristic argument that A — 0 as & — 0 and that
this is equivalent to the desired limit |d\/dx| < 1. This is not very rigorous. We have
instead explicitly made use of the criterion |d\/dx| < 1, which we derived in a
reasonably rigorous manner. Second, Shankar expands in terms of the dimensionful
parameter h. This is very bad: the statement "/ is small” has no meaning because the
units of % are arbitrary. In Sl units, yes, i seems small, but in units where h =1, A is
not smalll We have instead expanded in terms of the dimensionless parameter a. The
criterion for « to be small, |a| < 1, ensures mathematical convergence of the power
series expansion in «. And the |a| < 1 criterion follows directly from the requirement
|dA\/dx| < 1. Third, our expansion and derivation are self-consistent by construction,
whereas Shankar had to check this explicitly (Equations 16.2.14 and 16.2.15).

The point about doing the expansion of ¢(x) in terms of a dimensionless parameter is
particularly important and holds for all physics: whenever you do an expansion to
make an approximation, your expansion parameter must be dimensionless; otherwise,
you have no idea what is meant by the “smallness” of the parameter and the resulting
validity of the expansion. All physical units are to some extent arbitrary; the only truly
valid criterion for something to be small is for it to be dimensionless and small
compared to unity.
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Derivation for Unbound States (cont.)

Relation of the WKB Approximation to Classical Mechanics

The phase factor in the WKB approximation is
X
60 = [ ax'p(x')

(The ; subscript indicates the real part of ¢; recall that the imaginary part of ¢ gave
the p~1/2 normalization factor.) Let's consider the corresponding classical problem. In
that limit, p is the classical momentum. Let's assume there is a classical path, x4(t),
that solves the Euler-Lagrange equation for the problem. We may do a change of
variables to t, rewriting the above integral as

et = [ ot L plxa(e)

The meaning of the notation is: if you want to know ¢,(x), calculate the t this point
x corresponds to along the classical path x.(t) and evaluate the integral with that t
as the upper limit, using x¢/(t) in the integrand. We now recall from classical
mechanics that, for any path (classical or not), it holds that

H=p 1
dt
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Derivation for Unbound States (cont.)

We may then rewrite

t t
¢r(XcI(t)) :/ dt Lc/ +/ dt Hcl

where we have put o subscripts on L and H because we have specified the path x4(t);
L and H are no longer the generic Lagrangian and Hamiltonian functions, which may
be evaluated for any path, classical or not. Since H is evaluated for the classical path
that corresponds to energy E (recall the definition of p(x)), we know that H, takes
on the value E at all times and we may replace it, yielding

dr(xa(t)) = / dtly+Et

We thus see that ¢.(x¢(t)) is essentially the classical action Sy = [ dt L evaluated
along the classical path with energy E that would arrive at point xy at time t. The

E t factor becomes irrelevant when incorporated in the wavefunction, as it is just a
time-evolving complex phase factor with no position dependence; it does not affect the
probability density or the momentum. It must be in fact canceled out by a
corresponding term in the action integral in order for the result to have no explicit
time dependence, as is necessary for ¢, to be a function of x. only.

Section 8.1 Semiclassical Limit: Derivation for Unbound States Page 478



Derivation for Unbound States (cont.)

Thus, the wavefunction is

e A e A (st E
= T ¢ oo Rl GCRED)

where t should be understood as being related to x through the classical path x(t)
and S, (x) corresponds to evaluating the classical action along the classical path that
passes through x at the time t at which x(t) = x. The appearance of the classical
path x.(t) and action S, in such prominent roles reflects the semiclassical nature of
the WKB approximation. In deriving the above relation between the WKB
approximation and the classical action, we have scratched the surface of the ties
between classical and quantum mechanics. If we have time later, we will discuss the

path integral formalism, which makes explicit use of the action, using e & Sasa

weighting factor for all paths to define the propagator and the wavefunction. Taking
the classical limit of the path integral formalism results in a differential equation for
Sc that reproduces the Hamilton-Jacobi equation of classical mechanics. We note
that the quantity fx dx’p(x’) is known as Hamilton's Characteristic Function or the
abbreviated action in classical mechanics.
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Derivation for Bound States

Bound state difficulties and how to deal with them

As we noted above, for bound states, the WKB approximation remains valid in the
classically allowed region far from the turning points, but falls apart near and outside
the classical turning points. This is not too surprising, as these are fundamentally
quantum-mechanical regions.

For the classically unallowed region, E < V/(x), our original motivation for the WKB
solution remains true with the complex exponential in p(x) replaced by a real
exponential in k(x) = /2m (V(x) — E). Moreover, if we replace A\(x) by the
wavefunction decay length modulo 27, A(x) = 27 h/p(x) — v(x) = 27 h/k(x),
assume a wavefunction of the form e*X(x), and make the requirement |dv/dx| < 1,
we find that things carry through in a straightforward way. The result will be that

vix) = \/% exp (j:% /X dx/n(x’))

where the sign needs to be chosen depending on whether the region extends to fo0;
both signs are valid if the classically unallowed region is finite.
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Derivation for Bound States (cont.)

For the region around the classical turning point, we still have a problem because both
|dA\/dx| < 1 and |dvy/dx| < 1 fail to hold: the wavelength and decay constant
become infinite as one approaches such a point, so the approximation fails. One
simply cannot approximate the solution to the Schrédinger Equation here. One must
solve the Schrodinger Equation completely in this region. If the potential varies
smoothly enough, one may be able to approximate it by a linear function, or perhaps a
polynomial, to make this easier. In the worst case, one can solve the Schrodinger
Equation numerically in this small interval. We term this interval the transition region.

Finally, one simply joins the solutions in the various regions. By assumption, the
potential is smoothly varying at the boundaries between the transition region and the
classically allowed and unallowed regions. Therefore, based on similar analyses we did
for one-dimensional problems with finite step potentials, the wavefunction and its
derivative must be continuous. We thus obtain matching conditions that set the
coefficients in the various regions, yielding a complete solution.

One might ask: what is the benefit of WKB if we still need to solve the Schrédinger
Equation explicitly or numerically in the transition region? The reason to still use
WKB is that it gives you a simple form and much better intuition for what the
wavefunction looks like outside the transition regions. Moreover, we can derive a
generic quantization condition without knowing the details of the transition region, as
long as the potential can be approximated as linear there, which we do below.
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Derivation for Bound States (cont.)

Explicit Solution for Linear Potential in Transition Regions, Quantization via
WKB

To obtain a more explicit solution for the WKB wavefunction and the resulting
quantization condition on the energy, we need to explicitly model the transition region
wavefunction. We assume a linear approximation to the potential is sufficient. This is
certainly consistent with the spirit of the semiclassical approximation. But, if the
potential varies wildly in the transition region, one must do the full quantum
mechanics in that region and one may end up with a different matching condition than
we obtain below.

This discussion follows Liboff Section 7.10, which goes into far more detail on WKB
than Shankar does.
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Derivation for Bound States (cont.)

Let us denote the classical turning points as x; and x2. (Keep in mind that they are
dependent on E.) We assume the following form for the solution in the three regions
of semiclassical validity:

bi(x) = :(X) exp (% i dx'n(x'))

Y (x) = /@D(X) exp (—}% /X: dX/Ii(X/)>
) = 2 sin (5 [ ax'ptx) v
o) = = sin (5 [ ax'ete') 55

The signs for the arguments in regions / and /Il are chosen to ensure the function
decays properly (recall, k(x) > 0 everywhere). For the j g solution, we shall see that
the choice of the order of integration does not matter and our choice is convenient.
Note that we reference the integrals to x; even though the WKB wavefunctions are
not themselves valid for x & xj; x1 is simply a convenient reference point.
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Derivation for Bound States (cont.)

We use sines instead of the complex exponential form in the classically allowed region
because we proved a long time ago that we can always find real solutions for bound
states in one dimension. The parameter freedom is preserved by including both
normalization and phase freedom. The two forms of the solution in region /I are
needed in order to do the matching at the left and right sides; they must be
consistent, of course, which we shall enforce later. A will be left to be determined by
overall normalization, so we will divide everything through by A and work in terms of
b=B/A c=C/A and d = D/A.
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Derivation for Bound States (cont.)

We approximate the potential in the transition regions by

_ E*(X*X]_)Fl X X X1
V(X)_{ E+(x—x)F x=x

We are assured that V(x;) = V(x2) = E because we have chosen x; and x2 to be the
classical turning points. We know F; and F, are positive because E > V/(x) for
x1 < x < x2. In the transition regions, the Schrodinger Equation takes the form

d’y  2mF 2y 2mF,
dx? g XX =0 PRI

(x—=x1)y=0

These equations are of the same form,

mF \1/3
d24 B ] _ 7<2h—2’:1> (x—x1) x=~xi
ﬁ—yd)—o with y = p EA1/3
y <h22> (x—x) x=~x

One obtains series solutions to the above differential equation in a manner similar to
the way we obtained the Hermite polynomials. We will not do that derivation here,
but simply quote the results.
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Derivation for Bound States (cont.)

The solutions are termed Airy functions. They are given by

Ai(y) = af(y) — bg(y) Bi(y) = V3[af(y) + bg(y)]
1 1
a=— -~ ~03550 b=_——- _ ~0.2588
231 (%) 3137 (3)
L1, 14 o 1-4-7
f(y)71+§y tr Yt vt

2 2.5 , 2.5-8
g)=y+ gyt oy Ty

where () is the Gamma function.
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Derivation for Bound States (cont.)

We will need the asymptotic forms (]y| > 1) of the above functions. From the power
series expansions and the factorials in the denominator, it should not be surprising
that these asymptotic forms are exponential- or sinusoid-like. They are

+oo 1 2
Aiy) "= 2 /myl/h exp (*§y3/2>

. — 400 1 2
Bi(y) = N exp( y3/2)

yomoo 1

(2 T
e o (34 )
Bi(y) ¥ == W cos (% (—y)3/? + %)

Ai(y)

Clearly, the exponential behavior in one limit and the oscillatory behavior in the other
is sensible for matching onto the expoential and oscillatory parts of the WKB

wavefunction.

In order for the solutions to match onto the decaying exponentials in

regions | and /Il and the oscillatory solution in region I/, we need to use only Ai(y).
(Recall again that y has the opposite sign as x — x; when defined near x; and the same
sign as x — x2 when defined near x2.) We will use Bi(y) when we consider tunneling or
scattering off a positive potential, in which case we need to match onto an oscillatory
solution at large distances and a decaying solution inside the potential barrier.
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Derivation for Bound States (cont.)

Let us do the matching near x;. We need to recognize the following

x—x;

pA(x) " ="' 2m(E—-V(x—=x{))=2mFy(x —x1) = — (2mF Ry

K2(x) = 2m (V(x — X )= E) =02mF h)2/3y

2mF1dx:—(2mF1h)2/3dy

(Recall that y carries the opposite sign of x — x1.) These forms let us explicitly do the
WKB wavefunction argument integrals:

1 [~ 2

;L/ dx/.%(x’):—/0 dy’\y —gy x < x1,y >0
X1

L apicy=— [y /oyT = 2 (—y)2 0

A p(x’) = o Yy y 3 x> x,y <
X1

Recall that we reference the integrals to x; even though the WKB wavefunctions are
not themselves valid for x & xj; x1 is simply a convenient reference point.
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Derivation for Bound States (cont.)

So the WKB wavefunctions near x; become, when written in terms of y,

1 2
’l/)/(Y)ZWeXP (—5)’3/2) y >0 (x<x)
B (2 _ e
Yuly) = [ sin 5(—}’) +0L y <0 (x>x)

Recall that we already concluded we should only use Ai(y) for x & x;. To match onto
Ai(y), we must take B =2 and §; = n/4. B = 2 comes from the factor of 1/2 that
appears in the y — 400 but not in the y — —oo asymptotic versions of Ai(y). Note

that the # factor in the Airy function asymptotic forms cancels away in connecting

Pr(y)to ¥y,1(y), as does the factor of (2m Fy 1)1/6 that is the constant of

proportionality between /rk(x) or \/p(x) and y!/4.

Repeating the above procedure at x = x» will yield C = 2D and g = /4.
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Derivation for Bound States (cont.)

The remaining constant D is determined by matching the v, ; and vy g solutions;
explicitly:

Yu,L(x) = u,r(x)
[ 5) - o )

Since D must be a constant, the equality can only hold if

1 X 1 Xo
£/X1 dx'p(x’) + % =— (?i/x dx'p(x’)—l—%) +nm

where n is any integer. We obviously inserted the negative sign for the argument of
the sine on the right side so we could combine the two integrals; that is ok to do
because D provides the necessary sign freedom. Also, n can be odd, not just even,
because sin(x + nm) = —sin(x) for n odd and the extra minus sign can again be
absorbed into D.
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Derivation for Bound States (cont.)

Combining the two sides, we obtain

/szdxp(x): (nw—g)h: (n—%)g

1

That is, the integral of p(x) between the classical turning points must be a
half-integral multiple of h/2. This is known as the Bohr-Sommerfeld quantization
condition

The above condition results in quantization of the energies because the only free
parameter in p(x) is E and the above condition puts a constraint on E. We see that
energy quantization arises in the same way we described in Section 5.3: it arises from
the enforcement of matching conditions, and the reduced freedom in the WKB
solution when the state is bound reduces the number of available parameters so that
the matching conditions place a condition on E.
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Derivation for Bound States (cont.)

It is interesting to rewrite the condition in a different manner to connect it to classical
mechanics more explicitly. Classically, the motion is bounded by the turning points.
Moreover, the motion must be periodic because the momentum can only take on two
values for any given position, corresponding to rightgoing and leftgoing; if the motion
were nonperiodic, then p should be allowed to take on an infinite number of values for
any x. We are therefore motivated to turn the integral into a line integral over one
period of the motion, corresponging to an integral from x; to x> and back; this gives a
factor of 2 because the return path gives an equal contribution as the outgoing path.

So,we have
1
f.dxp(x) = <n+ 5) h

(The sign change on the 1/2 term is absorbed by n).
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Derivation for Bound States (cont.)

This integral is the area enclosed in classical phase space (x — p space) by the classical
path that the particle would follow. In classical mechanics, this is a very special
quantity because it is conserved over time for energy-conserving systems. Moreover,
we saw in connection with the unbound WKB solution that this integral is literally the
classical action along the classical path. So what we have here is the classical action
for one period of the particle's motion in the potential well! The Bohr-Sommerfeld
quantization condition thus says that the phase-space area enclosed by the orbit, or
equivalently the classical action for one complete period, must be a multiple of h. We
thus have a relation that is similar in spirit to the one that showed us that the complex
argument of an unbound wavefunction is the classical action as a function of position.

Another way of writing the above relation is to convert from momentum to
wavelength, A\(x) = 27 h/p(x) = h/p(x), which gives

The integral thus integrates up the fractional wavelength accumulated over the orbit.
Thus, the total number of wavelengths in one period of the orbit (from x; to x» and
back) must be half-integral.
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Derivation

Motivation

It is not always possible to find an analytic solution to the Schroédinger Equation. One
can always solve the equation numerically, but this is not necessarily the best way to
go; one may not be interested in the detailed eigenfunctions, but rather only in the
energy levels and the qualitative features of the eigenfunctions. And numerical
solutions are usually less intuitively understandable.

Fortunately, one can show that the values of the energy levels are only mildly sensitive
to the deviation of the wavefunction from its true form, and so the expectation value
of the energy for an approximate wavefunction can be a very good estimate of the
corresponding energy eigenvalue. By using an approximate wavefunction that depends
on some small set of parameters and minimizing its energy with respect to the
parameters, one makes such energy estimates. The technique is called the variational
method because of this minimization process.

This technique is most effective when trying to determine ground state energies, so it
serves as a nice complement to the WKB approximation, which works best when one
is interested in relatively highly excited states, ones whose deBroglie wavelength is
short compared to the distance scale on which the wavelength changes.
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Derivation (cont.)

The Hamiltonian's Eigenstates and Eigenvalues are Stationary Points of the
Energy Functional

For any wavefunction 1, we may calculate the expectation value of the energy,

g = SIHIE) [ vt (M U() ©01)
(W) J dxp*(x)(x)
(We will explain below why we need to explicitly include the normalizing
denominator.) We call E a functional of the wavefunction ¢ because the above
expression maps a wavefunction 1 to a number E. We aim to show that we can
obtain the energy eigenvalues by requiring that E[v] be stationary with respect to .
By this, we mean that, if there is a function 1 such that, for small variations §¢ away
from 1), the corresponding variation §E in E[] vanishes, then 1 is an eigenstate of
the Hamiltonian with energy E[¢]. This is the same kind of requirement one places on
the classical action in Lagrangian mechanics to yield a differential equation for the
classical path, so we are essentially just doing the calculus of variations with the
E[¢(x)] functional instead of the S[x(t)] functional.
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Derivation (cont.)

Let's explicitly insert a variation 47 into our equation for E[t)] and determine the
resulting dE:

() + ST H () + 5()]
B O = T G () + 0w 0T () + (] 2

It is now clear why we had to keep the denominator explicit: since we are varying v,
the normalization of v will change. We thus must explicitly include the normalization
correction in the denominator to get the correct energy functional. Since having the
variations in the denominator on the right side is hard to deal with, but we may
multiply through by the denominator to obtain

£+ 98] [ [ 05100 + 30001 1) + 5000 (9.3)
= [ 1900 + 800" HIw(x) + 50(0)
(£ +08] | [ axvr(u + [ axsu (w00 + [ aew(suca] (04
_ /dxd;*(x)Hd)(X)+/dx6¢*(x)H1/J(X)+/dxd;*(x)H&/J(x)
where we have kept only terms to first order in 5¢.
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Derivation (cont.)

Next, we use the unvaried version of the equation to eliminate the terms that include
no §v factors, and we set JE = 0 to impose the stationarity condition.

[/dxéw (60 + [ e (x &px)] [owr v + [ v omsueo)
(9.5)

/ dx 59* (x) (H — E)(x) + / dx ™ (x) (H — E) 63(x) = 0 (96)

Next, we can show that the two terms must vanish independently by considering two
special cases for the variation . Suppose d1(x) = x(x) where x(x) is purely real.
Then we have

/ dxx(x) (H — E) $(x) = — / dx " (x) (H — E) x(x) (9.7)

Next, suppose d7) is completely imaginary, so dy(x) = i x(x) where x(x) is again real.
This gives

[ dx((H = £y i = [ aew () (H = ) x(x) (9.8)

where we have divided out by /.
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Derivation (cont.)

Since §1) is completely arbitrary, it is necessary for both equations to hold
simultaneously for any real function x. That is only possible if both terms in the
original equation vanish independently. So we have

/dx 56 (x) (H — E)(x) = 0 (9.9)
/dxw*(x) (H — E)6y(x) = 0 (9.10)

Since v is arbitrary in each equation, the integrands must vanish. The first equation
yields

(H=E)y(x)=0 (9.11)
One must use the Hermiticity of H to transform the second equation so that H acts

on v and not 41, which will yield the complex conjugate of the above equation. We
recover the eigenvector-eigenvalue equation for H.
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Derivation (cont.)

Thus, we have proven that, if 1)(x) is an eigenfunction of H, then a small variation
0(x) results in no change in E to first order in §1)(x). This proof is interesting in its
own right — we had no reason to expect that the Hamiltonian’s eigenfunctions would
result in an extremum of the energy functional — in much the same way that there is
no reason to expect ahead of time that the classical path that solves Newton's
equations would correspond to an extremum of the action functional.

We note that the we could have dealt with the normalization of v differently. We
could have imposed a normalization requirement via a Lagrange multiplier by
considering instead the alternate functional

E'ly] = /dxw (x) H (x dew () (x) — 1 (9.12)

and requiring 6E’ = 0 under a variation 6. The two functionals E[t)] and E’[+] are
the same when one requires that ) be normalized, so the requirement JE’ =0 is
equivalent to the requirement §E = 0 under that condition. The result would have
been the same had we gone this route.
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Derivation (cont.)

Is the converse of what we have proven true? That is, if ¥, is an eigenfunction of H
with eigenvalue Ep,, does it hold that the energy functional E[v] is stationary with
respect to variations away from ¢ ,? The answer is yes, and this is relatively easy to
show. Let us allow for a variation 41, and let's expand 01 in terms of the eigenstates:

09) =D cnlhn) (9.13)

Now, let's calculate the energy of the wavefunction with the variation:

((¥m |+ (G ) H(Ym) +16¢))

Elom & 00] = S 5 00 ) (m ) + 00 (5:34)
L+ ((Wm 0% ) + (8% 1hm ) '

Hence, 6E = E[tpm + 0] — E[t)m] = 0. So, indeed, if ¢, is an eigenstate of H, then
E[4] is stationary at 1) = 1m: a variation §7) in ¥ results in no variation in E to first
order in §1.
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Derivation (cont.)

For our purposes, the practical implication of the relationship between 1) being an
eigenstate and the energy functional being stationary with respect to variations in 1) is
that the fractional error in the energy estimate obtained from the trial wavefunction
will be much smaller than that fractional error in the wavefunction itself.
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Derivation (cont.)

Ground State Energy Upper Bounds

It is easy to show that whatever estimate we make for the ground state energy using
this technique, it is always an upper bound. Suppose 1(x) is our trial wavefunction,
the energy eigenfunctions are {¢n(x)} with eigenvalues E,. We may expand ¢,
P(x) =D, cn dn(x). Let us then calculate the energy:

cnl2E,
Ely] = % (9.17)

Subtract off the ground state energy Eg

> lenl® (En — Eo)

SONERE (9.18)

E[y] - Eo =

Because Ej is the ground state energy, E, — Eg > 0 for all n. |¢:,,|2 > 0, so the right
side is nonnegative. Therefore

E[¥] > E (9.19)
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Derivation (cont.)

Excited State Energy Estimates

If one knows the eigenfunctions for n < m and one wants to estimate E;,, then one is
assured of an upper bound by requiring that the trial wavefunction be orthogonal to
the ¢, for n < m. Explicitly, we consider a trial wavefunction 1 and require

(pnltp) =0 for n<m (9.20)

This condition can be met for any trial wavefunction 1(x) via Gram-Schmidt
orthogonalization (Section 3.3). We then calculate the energy functional

Sonemlcnl®En
Zenom €012 (0.21)
neo lcnl

E[y] =

because the terms with n < m vanish due to ¢, = (¢n |0 ) = 0. We then subtract Ep:

nem|<nl? (En — Em)

E[Y] — Em = —~ 3 (9.22)
n=0 [l
E, > Ep, for n > m, so we are assured the right side is nonnegative, yielding
E[¢Y] > Em when (¢p|p) =0 for n<m (9.23)
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Derivation (cont.)

Of course, the above is somewhat useless because, if one is able to exactly solve the
eigenvector-eigenvalue equation for some n, then one is usually able to solve it for all
n and the above technique is unnecessary. The idea about Gram-Schmidt
orthogonalization is good, though: even if one only has approximations to the
lower-energy state eigenfunctions, one should still construct trial wavefunctions for the
higher states using Gram-Schmidt orthogonalization. One can show, for example, that
the error in estimating E, is related to the mismatch between one's estimates 1, for
the actual eigenfunctions ¢, for n < m. In particular, if

S0 =1 — |(tho |0 )| (9.24)

expresses the fractional deviation of the approximate ground state wavefunction vy
from the true one ¢g, then one can show that a trial wavefunction v; that has been
constructed using Gram-Schmidt orthogonalization with respect to 1o (not ¢g!) yields

E[y1] > E1 — 8o (E1 — Eo) (9.25)
That is, E[¢1] is no longer an upper bound on Ei, but the amount by which it
underestimates E; is proportional to dp. Because dg is quadratic in (1o |¢o ), the

fractional error in estimating E; is much smaller than the error in estimating the
wavefunction, as long as E; — Eyp is of order Ej.
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Applications

How it Works in Practice

How do we construct trial wavefunctions for the purpose of making these variational
estimates of energy eigenvalues? One cannot usually guess the form for the correct
wavefunction exactly. But one usually knows the general features of the wavefunction
one wants. So one constructs a trial wavefunction that depends on some small set of
parameters, calculates the energy functional for the trial wavefunction as a function of
this small set of parameters, and then requires E be stationary with respect to those
parameters — j.e., that all the partial derivatives of E with respect to the parameters
vanish. In effect, we are explicitly applying the stationarity condition to some subset of
all possible wavefunctions under the expectation that we can get a very good
approximation to the energy with a good approximation of the correct wavefunction
thanks to the stationarity of E with respect to variations in ).

An important guide is to require that the trial wavefunctions be eigenfunctions of any
other Hermitian operators A that commute with H. These are usually related to
symmetries of the Hamiltonian. For example, a Hamiltonian in which the potential is
an even function of posiition commutes with the parity opertator and hence any
eigenfunctions of H must have definite parity. The generators of continuous symmetry
transformations are also good examples; rotation symmetry, for example, implies that
angular momentum commutes with H. If one makes these requirements on the trial
wavefunctions, one is assured that they are at least members of the same subspace as
the true eigenfunctions.
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Applications (cont.)

Example 9.1: Particle in a Box

A good first example is to do a variational-method estimate for a problem whose exact
solution we already know — the particle in a box. The Hamiltonian guides our choice
of trial wavefunction in two ways. First, we know the trial wavefunction should vanish
at the box edge and outside. If the wavefunction's derivative is large at any point, the
kinetic energy will be big, so the wavefunction should rise smoothly and slowly away
from zero at the box edges. Second, the Hamiltonian commutes with the parity
operator, so the trial wavefunction should be even or odd. We try an even function
because it can have no zeroes and thus also have the smallest possible derivative and
hence kinetic energy. We try

e <<%)2_X2)(1+CX2) x| < £ (9.26)
0 ‘X‘>%

This is the simplest polynomial trial function we can use. Evenness requires that we
only include even powers of x. A simple quadratic could satisfy the requirement of
going to zero at the box edges, but admits no free parameters: it must be

((L/2)2 — x2) (an overall constant multiplier just sets the normalization and cancels
out between the numerator and denominator of the energy functional). So the next
possibility is a polynomial containing x2 and x*, and the above is just one convenient
way to parameterize it (again, neglecting any overall scale factor).
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Applications (cont.)

Calculating the integrals for the energy functional is a somewhat nontrivial algebraic
exercise that can be done correctly in Mathematica, yielding

3 11 (g)4c2+14 (§)2c+35

E[Y] — E[c] = — G . (9.27)
mL (%) 62+6<é) c+21
We then find the extrema of E(c) with respect to ¢, dE/dc = 0, yielding
L\* L\?
26 (E) c? +196 (5) c+42=0 (9.28)
with solutions
0.221075 7.31771
aQ=—————5 C = — (9.29)

(4)° (4)
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Applications (cont.)

We may then calculate E for these values, giving

K2 h?
E(c1) = 4.93488 — E(c) = 51.0652 — (9.30)
m m

The reason that the second solution has so much higher energy is that it has zeros at
X = :|:c271/2 = 0.185 L, hence its derivative and its kinetic energy is much larger than

the c¢; state, which has no zeros. The true ground state energy is

22 K2
E,—1 = = 4.93480 —— 9.31
=T ome ml2 ( )

which is shockingly close to E(ci). Plotting the trial function shows that it is a very
good match to the true ground state wavefunction.
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Applications (cont.)

Another interesting fact is that the second solution, using ¢y, is a decent
approximation to the second excited state, n = 3:

2

I
En—s = 9E,_y = 44.4132 (9.32)
ml2

There is a general theorem on this point, the Hylleraas-Undheim Theorem, which
essentially states that, if the trial wavefunction depends on a set of parameters, the
alternate solutions for the parameters giving non-minimal extrema of E yield estimates
for the energies of the excited states of the system.
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Applications (cont.)

Example 9.2: Other Examples

A few other examples of simple analytically soluble problems that can be approximated
quite well or perfecty by the variational method are:

» The simple harmonic oscillator — a Gaussian trial function will recover the
ground state energy and wavefunction exactly because the ground state
wavefunction is a Gaussian. A Gaussian times a polynomial will cover the
excited states exactly, also, via the Gram-Schmidt orthogonalization procedure.

» Bound state of a §-function potential well. The trial function should be a
decaying exponential.
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Ehrenfest's Theorem

Ehrenfest's Theorem

How do expectation values evolve in time? We expect that, as quantum effects
becomes small, the fractional uncertainty in a physical observable €2, given by
{(AQ)?)/(Q), for a state |1 ), becomes small and we need only consider the

expectation value (Q2), not the full state ¢ ). So, the evolution of expectation values
should approach classical equations of motion as i — 0. To check this, we must first
calculate how expectation values time-evolve, which is easy to do:

s@=(gwaw+wa(gm)+el (%)

:‘;%[—(<¢|H)m¢>+<w|Q(H\w>)]+<¢|( )W

—pwl )+ wl (5 1)

fé([ﬂ, H]) + <%> (10.1)
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Ehrenfest's Theorem (cont.)

If the observable Q2 has no explicit time-dependence, this reduces to

9 )

5 (9) = (1. H)

Equations 10.1 and 10.2 are known as the Ehrenfest Theorem.
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Ehrenfest's Theorem (cont.)

Applications of the Ehrenfest Theorem

To make use of it, let's consider some examples. For Q = P, we have

d i
SP) = —(1P, HI)

We know P commutes with P?/2 m, so the only interesting term will be [P, V(X)].
We can see what that is via Taylor expansion of V/(X):

oo o0
[PV = [P,y VaX"| =3 Vi [P, X"]
n=0 n=0
& dVv(X
=S Vo (Cinxr ) = —ip YO
dX
n=0
nl _ B n—1 H R H dv(x)
where [P, X" = —ihnX can easily be proven via induction and should be

interpreted as “take the derivative of V/(x) and replace x with X everywhere.”
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Ehrenfest's Theorem (cont.)

So we have

2 =-(%%)

which is the standard classical result for Newton's second law in the presence of a
potential V/(x). Note that this result holds for arbitrary #; it only becomes a good
description of the state, though, when ((AX)?)/(X)2 < 1 and ((AP)?)/(P)? < 1.

Another classical result is found by setting Q = X:

9 %)= —%<[x7;1>

By the same kind of calculation as applied above, [X, P2] =2ihP, so

d o _ (P)
£ =

m

which is the classical relation between velocity and linear momentum.
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Ehrenfest's Theorem (cont.)

The above two results can be rewritten as

d dH d dH
2Py =— (2 2 =(%
dt dX dt dP
because, for the first equation, the derivative of the kinetic term in H with respect to

X vanishes, and, for the second equation, the derivative of the potential term with
respect to P vanishes. These we recognize as Hamilton's equations.
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Correspondences between Classical and Quantum Mechanics

Poisson Brackets and Commutators

Recall in classical mechanics that the Poisson Bracket of two functions f(x, p) and
g(x, p) of the the state variables x and p is

We have in classical mechanics the generic result for the time evolution of a function
F of the state variables x, p

df of

= {f,H} + —

dt { ) ot
where H(x, p) is the classical Hamiltonian. Notice how similar this is to Ehrenfest’s
Theorem; if one replaces f(x, p) with the expectation value of the analogous quantum
operator F(X, P) and the Poisson bracket with —4 [F, H], one obtains Ehrenfest’s
Theorem.
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Correspondences between Classical and Quantum Mechanics (cont.)

The above general classical expression for time evolution of a function f(x, p) yields
Hamilton's equations when applied to f = x and f = p:

dx _OH dp oH

o Hy = 2 Py =225
i e a0 ™

We saw earlier the quantum version of these equations, again with { , } replaced by

—wls ]

Now, recall that Postulate 2 can be rewritten to specify [X, P] rather than the matrix
elements of X and P in the {|x)} basis. We showed that the two formulations were
equivalent. But the latter formulation was a postulate, not derivable in any way. The
analogies we've drawn between classical and quantum mechanics suggest a
prescription that leads from classical mechanics to [X, P] = i h. Specifically, we know
in classical mechanics that {x, p}x,p = 1 (just calculate it). We've seen above that, in
many cases, quantum mechanical Ehrenfest relations reduce to the equations of
classical mechanics if we make the correspondence —+ [, | <> {, }q,p where g and p
are the variables that define the classical trajectory and that are replaced by the
operators @ and P in quantum mechanics. This correspondence would give, for
example, [X, P] = i h. Morover, it provides a mean to convert any classical problem to
a quantum mechanical problem. It's not a derivation, but it is a prescription for what
the Postulate 2 commutators should be; along with the other postulates, it defines
quantum mechanics completely.
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Correspondences between Classical and Quantum Mechanics (cont.)

The next interesting correspondence is a direct one between the Schrédinger Equation
and the Hamilton-Jacobi equation of classical mechanics (don't worry if you don't
know know what the latter is.)

You of course know and love the Schrodinger Equation, which, projected onto the
{|x)} basis, is

R 8%y )
oY,y —in¥
2m Ox2 FVO)Y =i ot

where V/(x) is the classical potential in which the particle moves. We know from the
WKB approximation that a reasonable approximate form for the wavefunction is

Y(x, t) = v/p(x, 1) e S0 (103)
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Correspondences between Classical and Quantum Mechanics (cont.)

Let's insert the above form into the Schrédinger Equation:

B [0%/p 2i0,pdS 1 ASN? i _ 8PS| is i g
- S vEES 2 == _Jp——\en v I
2m{ ox2 T h ox ox h2ﬁ(ax) taVP o (et TV Vre

(8P i 0S| is
=ih<{ —— — —
! {at +hﬁ8t}eh

The equation contains terms up to second order in k; neglect all terms containing k or
2. (To do this correctly, one ought to really divide through by S(x) and discard all
terms that have the dimensionless parameter /S(x) < 1, but that will yield the same

result.) This leaves (canceling the common \/ﬁeih )

1 [/8S\? S
=== V4 7 -
2m<8x) + (X)+at 0

This is the Hamilton-Jacobi Equation of classical mechanics. It is equivalent to (in
fact, derived from) Hamilton's Equations. It is not particularly remarkable that we
obtain a classical equation of motion by taking the classical limit of the Schrédinger
Equation; we've done the same thing with the Ehrenfest relations. The remarkable
thing is the role the classical action plays in the quantum-mechanical problem in the
semiclassical limit, as we saw in connection to the WKB approximation.
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Direct Product Spaces

Direct Product Spaces

Suppose we have two Hilbert spaces, V; and V3, each containing the states
corresponding to a particular degree of freedom (dof); a typical example is that V;
contains the states for particle 1 and V; for particle 2, where both particles live in a
single spatial dimension. Then we can build a new Hilbert space, V = V; ® V5, that
contains the state of the two particles considered together. This space is called a
direct product space. Formally, we construct the elements of the space in three steps:

» First, we define elements that are combinations of single states from the two
factor spaces:

v, W>(1)®(2) = |V>(1) ® ‘W>(2)

where the superscripts on each ket outside the ket bracket indicates which
particle’'s Hilbert space it belongs to: the @) kets belong to Vi, the (@) kets to
V5 and the (V@) kets to V = V; ® V. We emphasize that this definition
cannot be algebraically reduced to something simpler. An example of the above
would be for |v)(1) to be a basis element of the position-basis representation for
particle 1, |X), and for |w )@ to be a basis element of the position-basis
element for particle 2, |X). The direct product vector
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Direct Product Spaces (cont.)

%, %)1®Q) = )1 ® )@ is simply the state in which particle 1 is at X and
particle 2 is at X; it can be written in no simpler fashion.

Note that many authors would have written |x; ), |x2) and |x1, x2 ), dropping
the superscripts altogether and relying on context to make it clear which state
refers to particle 1, particle 2, and the combination of the two. There is nothing
wrong with this, but the use of the numbered subscripts makes it seem that the
position value x; is only available to the first particle and the position value x;
only to the second particle. However, the particles live in the same physical
space, both x; and x» are accessible to both, and it would be perfectly
reasonable to have |x2 )1, |x; )@, and |x2, x1 YD) = |3 YD) @ |x; (D),

» Second, all possible linear combinations operate in the expected manner,
assuming the two factor spaces Vi and V3 have the same field (complex
numbers for what we usually consider):

(al)®) @ (Blw)@) = aBlv, w) D@
(al\m YD 4+ aplvy >(1)) @ W)@ = aglur, w)D2@ 4 ay|vy, w) D)

)D @ (B11v2)® + Balwa) @) = Bl v2) I 4 o, my ) D
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Direct Product Spaces (cont.)

» Third, the inner product is defined as the obvious extension of the inner product
in each space:

W2C) (1w v, wa )2 = (@)1 12)D) (@) (wy [wa ) )

By including linear combinations and requiring the scalar fields of the two products
spaces be the same, we ensure that the direct product space is a vector space. A
reasonable basis for the product space is simply the set of direct products of the bases
of the individual spaces; that is, suppose {|n )} are a basis for the first space and
{|m)@} are a basis for the second space. Then a basis for the direct product space
consists of all products of the form

In, m)M®R) = |n)D) @ |m)?)
where both n and m run over their full range of values. If the two factor spaces have

dimension N and M (with these possibly being infinite), then the direct product space
has dimension N x M.
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Direct Product Spaces (cont.)

By defining the inner product as above, the direct product space inherits all the
necessary inner product properties from the factor spaces, rendering the direct product
space an inner product space.

Finally, the restriction to normalizable states that occurs to render the inner product
space into the physical Hilbert space is inherited via the inherited definition of inner
product. So we are automatically assured that all elements of the direct product space
are normalizable if the factor-spaces are physical Hilbert spaces.

Note that the fact that the direct product space is a physical Hilbert space ensures
that Postulate 1 continues to be satisfied.
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Direct Product Spaces (cont.)

The Null Vector, Inverse Vectors, Invertibility, and Entanglement

The null vector and inverse vectors are a bit tricky in direct product spaces because
there are multiple ways to construct them. First, any direct product in which one
factor is a null vector from either space gives the null vector of the direct product
space:

0}V @ [w)® =10)V@ = |v)® g |0)

We can see that the two factor forms are equivalent by calculating their norms: in
each case, the norm vanishes because the norm of the direct product is the product of
the norms, and one factor has vanishing norm in either case. The definition of inner
product requires that the null vector be the only vector that has vanishing norm, so we
must take as a definition that all these ways of obtaining \0>(1)®(2) are equivalent in
order for the direct product space to be an inner product (and hence physical Hilbert)
space.

An implication of this is that the mapping from the two factor spaces to the direct
product space is not one-to-one and hence is noninvertible.
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Direct Product Spaces (cont.)

The same issue arises for inverses. There are multiple pairs in the factor spaces that
map to the inverse of a given member of the direct product space:

—|v, W)(1)®(2) - _ <|V>(1) ® ‘W>(2))
(=1)®) @ W)@ = vy & (<|w)@)

We can see another way in which the mapping from factor space pairs to the direct
product space is noninvertible: in addition to not being one-to-one, it is also not onto.
That is, not every element of the direct product space can be written purely as a
product of elements of the factor spaces. A simple example can be construction from
any two basis elements of the direct product space:

)M @ [m )@ 4 [n2) M @ |m2 )P # v)D @ |w))
for all [v)™®) in V; and all |w)® in V,

It is easy to prove this by assuming that the above is true, expanding the \v)m in
terms of the {|n)(M} and |w )@ in terms of the {|m )@}, and obtaining a
contradiction. We will do this later.

Section 11.1 Multiparticle Systems: Direct Product Spaces Page 531



Direct Product Spaces (cont.)

States of the above type are called entangled — neither degree of freedom (think
“particle”) is in a particular state in its own space! This is a fundamentally quantum
mechanical phenomenon that arises from the fact that the state of a particle is
represented by vectors in a Hilbert space and that these Hilbert spaces can be direct
producted together in a noninvertible manner. Entanglement, which arises from the
noninvertibility, makes the physics of systems with multiple degrees of freedom more
than just the some of the parts.
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Direct Product Spaces (cont.)

Direct Products vs. Direct Sums

Recall that we defined direct sums early on in the course in connection with the idea
of vector subspaces: a direct sum space Vi @ V; consists of all linear combinations of
elements of the two spaces Vi and V. Since it is required that one be able to add
elements of V1 and V5, they must already be subspaces of a larger vector space V:
that is, elements of V; and of V; already belong to V and there is already a rule for
how to add them.

A direct product space is quite different. Perhaps the most interesting difference is the
fact that that the direct product space Vi ® V; requires no prior existence of a vector
space V in which V; ® V5 is contained. That is, V; ® V5 is a new vector space that is
in no way reducible in terms of Vi and V; separately. Of course, Vi ® V, may look
like a space we have already seen in some cases, but that is not a generic statement.
In general, V1 ® V5 is just a new object.

One specific technical difference between direct sum and direct product spaces is that
the construction of the former is invertible while that of the latter is not. Any element
of V1 @ V5 can be written uniquely as a sum of elements of V1 and Vj: just
decompose it in terms of the basis of Vi @ V, and split up the terms into basis
elements belonging to V; and to V,. As we explained above, such a decomposition is
not in general possible for elements of a direct product space.
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Direct Product Spaces (cont.)

Pitfalls in Understanding Direct Product Spaces

In the case of taking the direct product of the Hilbert spaces of two particles that live
in the same spatial space, a typical pitfall is the desire to put the particles in the same
Hilbert space. Be wary of this! Except through explicit interactions (which we will
encounter later) of the two particles, the Hilbert space states of the two particles are
totally independent even though, when one projects onto, say, the position basis, both
wavefunctions give the probability of detecting the two particles in the same physical
space and may overlap.

Another possible stumbling block: don't confuse the Hilbert space dimension with the
dimension of the physical space that the particles live in; we will give examples below.
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Direct Product Spaces (cont.)

Examples of Direct Product Spaces

» As we have indicated above, one can construct a direct product Hilbert space
from multiple single-dof Hilbert spaces. For the free particle, each factor space
has dimension equal to the size of the real numbers, so the product space has
that size squared (which is the same). For the particle in a box or SHO, the
number of single-dof states is countably infinite; the square of that number is
also countably infinite. In both cases, the two particles move about in a single,
shared spatial dimension, and the number of degrees of spatial freedom is two:
the spatial coordinates of the two particles.

» Different spatial degrees of freedom of a single particle can be put together via a
direct product to give the full two- or three-spatial-dimensional state of that
particle.

» One can combine spatial and other degrees of freedom. For a hydrogen atom,
one factor space would consist of the three-spatial-dimensional center-of-mass
position, while the other would consist of the three-spatial-dimensional relative
electron-proton position (described by the radial quantum number n and the
angular momentum quantum numbers /2 and /,, which we will cover in detail
later). Another example would be a rigid rotator, where again one factor space
is the center-of-mass position and the other is the same /2 and I, quantum
numbers (there is no radial quantum number because the body is rigid).

» One can of course combine multiple degrees of freedom for multiple particles.
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Direct Product Spaces

Expansion of Direct Product Space States in Terms of Basis States

Our definition of direct product space states has so far been abstract. Let's pick a
basis and expand states in terms of that basis so we can get a feel for how direct
products work. These expansions are the foundation for any kind of matrix
representation.

Let's use {|n; YD} as the basis for V1 and {|my )@} as the basis for V. Let |v )1
and |W>(2) be vectors in the two spaces. Then we have

D =3 wlm® )@ = 3w )@
k

J
)D& W)@ = (37 vjm)® ®(Zm|mk>(2)>
j k

>y (1) @ 1mi)@) = 37 vy wc (I, me)V2)
Jik

ik
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Direct Product Spaces (cont.)

However, the above state is not the most generic possible state in the direct product
space; that would be

lu)DE@ =N 1y [ny, my )2 (11.1)
Jk
For arbitrary {uj}, one cannot decompose uj in the form uj = vjwj. In particular,
let’s consider the example from earlier:
)@ = 1) @ my )@ + [n2) ) @ |my )
We have
up =1 up =0 g =0 up =1
Let's assume an expansion uj = vjwj. The statement uj2 = 0 implies that either

vi = 0 or wp = 0. But then one of u;; = viwy or u2 = vowp must vanish; they do
not. Contradiction.
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Direct Product Spaces (cont.)

Operators on Direct Product Spaces

We have constructed the vectors belonging to the direct product space. How do the
factor-space operators go over to the direct product space?

Recall our definition of operators: an operator Q is a rule that associates to each state
|[v) in a Hilbert space another state |w ) = Q|v). This immediately makes it clear
that, when consider a direct product space V = Vi ® V>, an operator (1) that acts in
V1 simply does not exist in V. The natural thing to do, then, is to assign it the
action of the identity operator in Vy, I(2). This is an assumption: there is no reason
that we must do it this way, though it certainly seems like the most sensible thing to
do. Symbolically, we have

Qe = () g ()
or, explicitly,

QWeQ)|y, y VSR - <Q(1)|V>(1)> ® (/(2)‘W>(2))

Note that the individual factors in any operator direct product commute to the extent
that it does not matter in what order the factor operators and states are written as
long as the labeling makes it clear which operators act in which space.
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Direct Product Spaces (cont.)

For the sake of brevity, we will suppress the superscripts when it is clear from context
what is going on. For example, in considering two one-dimensional particles, it is
unambiguous to just write X; and X>. If we consider product states of basis elements
in the position-basis representation, we have

X)W =% x0Rx)D =3%)¢
X (70 e @) = (xR)V) e (1K)@) =% (XD e x)@)
X ()W e @) = (17)D) @ (X)) =% (XD e [x)@)

Xt

The two | operators are different: they are /(1) (last line) and /() (second line), but
the context makes it clear that the I/ operator in the second line is /(2) and the |
operator in the last line is /(1).
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Direct Product Spaces (cont.)

While this prescription for how to construct direct product space operators was fairly
straightforward, we also need to test that it is consistent with the postulates of
quantum mechanics. The main thing to test is Postulate 2: do the matrix elements
(or commutators) still behave as we want them to. The answer is yes, trivially,
because of the way the inner product factorizes among the factor spaces. Specifically,
let’s calculate the matrix elements of X; and P; for a direct product space consisting
of N factors:

Section 11.1

N N N
(L™ [T
p=1 g=1

(

N
N
I le'ln:l(n

p=1

N
gy
q=1

Multiparticle Systems: Direct Product Spaces

N

= g 1XP1x) T txa 1177
nj
N N
=005 —x/) [] 60— x7) =5 [[ 600 — )
n#j n=1
. N
= (g [PP1x") TT o 11,
n#j
= ih d 4 4 § 1 !
= (=i oty x))l;[ G = x4)

Page 541



Direct Product Spaces (cont.)

Or, if we want to check the commutators we postulated in Section 6.5, we have

N N N N
(T [, 0] [T )

p=1 q=1
= g1 X7, PP] I/ ) TT 6 ) = 505 /) [T o0 D)
n#j n#j
N
=ih ][] 60m—x) (11.2)
n=1
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Direct Product Spaces (cont.)

and, for j # k,

N N N N
<pr {)Snmﬂ(m)’,,pn:l(n)} qu/>
p=1

q=1
= [0 11 ) (1P 1) = G P 1) 01X 17)] TT G171 ) = 0
n#j,k

because the inner products (x; |)(j(j)\xj’) and (xx \P,((k)|xk’> commute because they are
N N
just numbers. One could prove {Xjn"’:l(m),xp":l(")} =0 and

[IN_(m) pIIN(n)
]

= 0 by a similar technique.
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The Hamiltonian and Time-Evolution

Time Evolution

For a direct product space V = H,,N:1 Vhn, there is a direct product space Hamiltonian
operator H that gives the time evolution via the Schrédinger Equation:

i L) L) = gy gy T )
dt
Note that it is in general not possible to write H in a simpler form; in particular, it is

. . . . N
in general not possible to factor H into single-dof operators, H = HITm=1(m) 35 we
shall see later.
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The Hamiltonian and Time-Evolution (cont.)

As usual, H will have eigenstates that satisfy
HIwE>HnN:1(”) —F WE)HQ/:l(n)

Because H is the Hamiltonian for the whole system, E is the energy for the whole
system. For these energy eigenstates, the Schrodinger Equation is

.. d N N
ih— | YIn=1(") = E |opg YTn=1(n)
dt
and the time evolving solution is

N i N
le(t) MIn=1(" = e= 7 Etjypp \Tnma ()
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The Hamiltonian and Time-Evolution (cont.)

Separable vs. Non-Separable Hamiltonians
A separable Hamiltonian is one that can be written in the form
nl”)—ZH”)®HI (11.3)
m=#n
The eigenvalue-eigenvector equation simplifies to a set of single-dof Schrédinger

equations in this case. We can see this as follows. First, write down the
eigenvalue-eigenvector equation:

N
E e )11 = WAy )Tl = S [ 1 @ TT 1) | g ) o

n=1 m#n
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The Hamiltonian and Time-Evolution (cont.)

Now, expand the direct product space eigenstate in a basis consisting of direct

products of eigenstates of the individual single-dof Hamiltonians. We are assured that

the latter are valid bases for the individual factor spaces V,, so we know from our

earlier discussion that the direct products of these basis elements form a basis for the

direct product space. That is, assume there exist states {|¢E(,,) Y(MYin 'V, that satisfy
m

HO [0 ) = E57 1))

where m tells us which eigenstate of H(" we are referring to. The (") superscript in

E,(,,") is necessary because E;, alone does not tell us which Hamiltonian's eigenvalues
we are referring to (i.e., which of the HO) is E the eigenvalue for?). Then our basis
for the direct product space consists of direct product states of the form

N
[Tl )
n=1 n

where mj, is the index telling one that the basis state uses the m,’th eigenstate of H(")
(yes, unfortunately, the , subscript in m, is required to be clear as we will see below).
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The Hamiltonian and Time-Evolution (cont.)

For the sake of notational brevity, we will write the above as

N
H [VEn, )
n=1

because the , subscript on mj, tells us the same thing as the (") superscripts do: that
Em, is an eigenvalue and that W’Em,, ) is an eigenvector of H(")

Consider the action of the Hamiltonian on a state of this type:

N N
Dy Yo @ = 5™ [ HO @ [T19 ) TT Ive,, )
1 k=1

n= q#n

S5 | (HOe, ) & TT (1910e,, )
=1

n q#n

N N N N
> en (TTwen) | - (z Em"> I e, )
n=1 n=1 q=1

E 5@ with E — Emy + Emy + -+ E
my---my |VE) witl my-e-mpy m + Emy + -+ Emy
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The Hamiltonian and Time-Evolution (cont.)

The time evolution of the eigenstates of the direct product Hamiltonian are therefore

N i N
W0y ()Y = @™ h Bty TIA(0)

' N N .
e Emmy ¢ (H e, >> = <H ek Em e, >>
n=1 n=1

One just has the direct product of the time-evolving individual single-dof eigenstates.
Note that this implies that the energies of the individual particles (or individual
degrees of freedom) are independently conserved.

One can already see the opportunity for energy degeneracies in the direct product
space when there is no such degeneracy in the single-dof states because the total
energy is the sum of the individual energies; if the individual degrees of freedom are
similar (e.g., all SHOs), then one will have many combinations of single-dof states
that yield the same energy. This energy degeneracy is critical to statistical mechanics
— the idea that many microstates (sets of individual particle energies) correspond to
the same macrostate (total energy).

Now, the above is of course a fairly boring case because there are no interactions
between the different degrees of freedom. In particular, if H includes a potential term,
the above says that the potential is not just factorizable, but it is a sum of
independent terms in the different degrees of freedom.
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The Hamiltonian and Time-Evolution

Example 11.1: Separable and non-separable combinations of two single-dof
potentials

For a particle in two spatial dimensions, the potential V(x1,x2) in a separable

Hamiltonian must be of the form V(x1) + V(x2); even V(x1,x2) = Vi(x1)Va(x2) is

not separable. So, for example, V(xi,x) = x12 + xg is separable, but

V(x1,x2) = xZ x§ is not, and certainly V(x1,x2) = 1/xZ + x5 is not.

We can see this fact by writing the potentials in the formally correct way as operators
in the direct product space and seeing whether the operator can be written in
separable form or not. The matrix elements of the potential operator in the direct
product space can always be written as

MBC) (1, 30 VDB |5/ 5/ YDBC) = V(x1, x2) §(x1 — x{) (2 — x5 )

where V/(xi,x2) are the simple functions (not operators) defined above. It is natural
to define the single-particle potential operators

W (VO )Y = Vi (x) 303 — x/) = xF6(xa — )
@ (2 [V )?) = Va(x2)3(x2 — x5) = x36(x2 — x5 )
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The Hamiltonian and Time-Evolution (cont.)

With those definitions, the first potential can be written

O +x3) 60 — x) 80x2 — x3)

@)1y s | [Vu) 910 4 W) g V(z)] Ix{, x; YDEE)

The potential operator is in this case separable into two terms that are each the
identity operator in all of the factor spaces except one. The second potential can be
written

(23) 800 — x{) 62 — x) =VFP 1,30 | [V © VO] [xf, 2 yIEC)

In this case, the potential operator is factorizable into a direct product of two
single-particle operators, but that is not a separable operator.

The third potential cannot be decomposed in either of these simpler fashions.
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The Hamiltonian and Time-Evolution (cont.)

Example 11.2: Dependence of separability on choice of generalized coordinates

The 2D simple oscillator, which can also be thought of as two independent 1D simple
harmonic oscillators, is separable:

1 1
V(x1,x) = 5 kx2 + 5 k x3

or, more formally,
1 1
vneE) — (5 kxf) @I+1® (5 kX22>

where we have left out the (1) and (2) subscripts when possible.
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The Hamiltonian and Time-Evolution (cont.)

There is another separable way to write the above potential. Classically, we know the
above potential can be separated in polar coordinates:

V(r,¢) = %kﬁ

If we choose our factor Hilbert spaces to describe the polar coordinates r and ¢
instead of x; and x», then, instead of factor spaces V(1) and v describing the
behavior in x; and x, we have factor spaces V(") and V(¢) describing the behavior in r
and ¢. The potential is not only separable, but it also consists of only one term:

v(N®(¢) — (% k R2) ® 119

The particle is free in the ¢ coordinate and looks like a 1D SHO restricted to r > 0
and with a boundary condition at r = 0.
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The Hamiltonian and Time-Evolution (cont.)

The potential

1 1
V(x1,x2) = 1/5 kx12 + 5 kx22

is clearly non-separable (and non-factorizable) in x; and xz, but it can be rewritten in
polar coordinates as

V(r,¢) = (% k) 7,

is again separable in r and ¢. Here, as with the Coulomb potential between two
particles, separability depends on the choice of the classical generalized coordinates.
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The Hamiltonian and Time-Evolution (cont.)

Example 11.3: Separability by change of variables

Some potentials are non-separable when written down in their obvious form as an
operator in a direct product space whose factor spaces are single-particle Cartesian
degrees of freedom. However, by changing the the degrees of freedom we use to
describe the system, and hence the factor Hilbert spaces, we can sometimes obtain
some amount of separability. A classic example of this type is the Coulomb interaction
between two particles. The Hamiltonian in the direct product space of the
single-particle Hilbert spaces is

_ P AP, P, PP R,

2m 2my
2

e

\/(Xl = %)+ (V1 = Y2’ + (2 - Z)

where every operator is implied to have a L)) superscript and where the second
term is a shorthand for implying what the potential term’s matrix elements are in the
position basis. While the kinetic terms are trivially separable into single-particle
Hamiltonians, the potential term is definitely not.
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The Hamiltonian and Time-Evolution (cont.)

However, in this particular case, the problem can be rewritten into new degrees of
freedom that are, to some extent, separable. Define

my X1 + my Xo
Xem = 1T Pcvx = Pix + Pa.x
m m
X1p = X1 — Xo Py = WZ Py x + ﬁl P2 x M=m;+ m

and so on for the y and z degrees of freedom. Then the Hamiltonian becomes

2 2 2 2 2 2
_ PCM,X + PCM,y + PCM,Z P12,x + P12,y + P12,z o e?

=M 2 VXB+ YR+ 2E

= Hcm,x + Hem,y + Hewm,z + Hi2
mi1 mo
M
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The Hamiltonian and Time-Evolution (cont.)

In doing the above, we have implicitly chosen new factor spaces: rather than
considering the states of particle 1 and particle 2 separately, we consider the state of
the center of mass coordinate and the difference coordinate. This should be somewhat
disconcerting, as it is the first time we have considered the idea of the states in a
Hilbert space representing anything besides the state of a single particle. But the
redefinition is completely reasonable; the first Hilbert space is the state describing the
system’s center of mass (where it is, how fast it moves, etc.) and the second is the
one describing the different coordinate (how far apart the particles are, how quickly
this distance changes, etc.). In quantum mechanics, we use Hilbert space states to
represent the behavior of a system in its classical generalized coordinates, which may
or may not correspond to single-particle degrees of freedom.

With the above, we see that, if, instead of considering our full Hilbert space to be the
direct product of individual states of the two particles in three-dimensional space, and
thus of six one-dimensional degrees of freedom, we consider it to be the direct product
of a one free three-dimensional particle (i.e., three one-dimensional free degrees of
freedom) and one three-dimensional particle subject to a Coulomb interaction, then
the problem is partially separable. We will see later that Hiy can be separated further
by again re-choosing the classical degrees of freedom to be spherical rather than
cartesian coordinates.

The above separability proof holds for any two-particle Hamiltonian in which the
potential depends only on the vector separation of the two particles. In the above
case, the potential in fact only depends on distance between the two particles.
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Position-Space Wavefunction

Position-Space Wavefunctions
Since we frequently work with particle states in the position basis — i.e., the
position-space wavefunction — let us be explicit about how to project direct product

states onto the position basis of the direct product space.

First, what is the position basis of the direct product space? It is the direct product of
the individual position bases:

Ity o )T (?) H|Xn

This is a complete basis for the direct product space because the factors are complete
bases for the factor spaces.
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Position-Space Wavefunction (cont.)

. N . . . .
Now, let’s write the state |1} >l_[,,:1(") in terms of the position basis. That is, there are

some set of coefficients for expanding |¢ )Hlnvzl(") in terms of the

{Ix1,+ , xn )HnN:I(”)}; there have to be, since the latter are a complete basis. Let's
label those coefficients ¥(x1, - -, xy):
)T
i / ro ! / ’o ! ! HN (n)
= Xm dXNw(X17X27"')XN)‘XlaX27"')XN> =1
. N
= / ox{ / Fo [ o) T
Rl n=1
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Position-Space Wavefunction (cont.)
Then, the position space wavefunction is obtained trivially:

N
s (M) g, -y [3) T

N o0 o0 oo N
= H (m) (Xm | / dxll/ dxy - / dxy Y(x{, %3, Xp) H X1 >(")

m=1
7/ dxl/ / dxp (x( x5, - XN)H ) (xn |, (M
oo 0o oo N
:/ Xm’/ dXz""/ dxy (x5, ’X/\//)H(S(X"_Xn/)
—oo —oo —oo n=1
=(x,, xn)

Let's consider the implications of the above wavefunction for position measurement.

Since |x1,- -+ ,xn >l_[r/¥:1(m) projects onto the state in which degree of freedom (dof) 1
is at x1, dof 2 is at xp, etc., the squared modulus of the position-space wavefunction
|4b(x1,- - ,xn)|? gives the probability of measuring dof 1 to be at x;, dof 2 to be at

X2, and so on. The position space wavefunction thus gives the probability of a
particular position configuration of the ensemble of degrees of freedom.
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Position-Space Wavefunction (cont.)

In some cases, the direct product space state may be factorizable into a product of
single-dof states:

N
) T2 = T [ )
n=1

In such cases, the position-space wavefunction can be seen to be factorizable:

e ) ()

N
" oo [6) " = T ton(x0)

n=1 n=1

’l}Z)(X17. o ?XN)

Il
QE

where we have used the definition of the single-dof position-space wavefunction,
Pn(xn) =M (x4 [1b Y(". This form is one you may be familiar with from previous
courses. Here, we have that the direct product space position wavefunction is, literally,
the arithmetic product of the individual dof position-space wavefunctions.
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Position-Space Wavefunction (cont.)

This simple outcome — arithmetic product instead of direct product — arises because
the position-space wavefunction is not the Hilbert space state itself, but gives the
expansion coefficients in terms of the position basis. The coefficients of such
expansions are always numbers (regardless of the basis in terms of which one
expands), hence we expect to end up with arithmetic multiplication of numbers
instead of direct product.

The above concept of course generalizes to any basis: momentum-basis, energy-basis,
etc. In all cases, the wavefunction for that basis, which is of course just the
coefficients of the expansion of the state in that basis, gives the probability of that
particular configuration for the ensemble of the degrees of freedom.

One may even end up with “hybrid” wavefunctions. As we will see later, we describe
particles with intrinsic spin as living in the direct product space of a standard particle
Hilbert space (three dof) and a Hilbert space that describes spin (it turns out to be a
vector space of dimension 2 + 1 where j is the spin). One might choose to use the
position basis for the spatial dof; for the spin dof, one typically chooses a basis of S,
spin z-projection, eigenstates (see Examples 3.3, 3.7, 3.14). The expansion coefficients
in the resulting direct product basis can be thought of as a
“position-space/spin-space” wavefunction.
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Indistinguishable Particles

The Basic Problem

We have assumed that the degrees of freedom under study are distinguishable: we can
label them and identify them. For example, we call one “1" and the other “2"”, and no
matter where we observe them in whatever space they live in, it is clear which is
which. This is trivial if the degrees of freedom are different — e.g., two different
spatial dimensions for a single particle, two different kinds of degrees of freedom for an
object (position and rigid body orientation), etc. It is nontrivial if the degrees of
freedom are the same — e.g., two particles in the same single spatial dimension.

In particular, fundamental particles are in general indistinguishable — one electron is
indistinguishable from another because an electron has no internal degrees of freedom
that can be used to label it (we neglect particle spin for now.)

So what? Our construction of the position or momentum operator for a particular
particle in the direct product space is now called into question. Recall, we defined

XWE@ — ) g 42)

But, if we cannot distinguish particle 1 from particle 2, how do we know whether our
“X" measurement is a measurement of particle 1 or particle 27

We must revisit our construction of direct product space states and operators — i.e.,
Postulates 1, 2, and 3 — when we consider systems of indistinguishable particles.
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Indistinguishable Particles (cont.)

States for Indistinguishable Particles

Let's first revisit Postulate 1. We need the states to live in a Hilbert space. But
nothing says that we must take the entire direct product Hilbert space to be our
Hilbert space.

Let's first elucidate better how the indistinguishability of the particles relates the two
factor spaces. The factor spaces Vi and V, must be identical if the particles are
indistinguishable. Note that we are not saying they are the same space; but rather
that they are identical to each other in every way, in the same way that the x and y
axes in two dimensions are identical but are separate spaces.

One implication is that for any state \v)(l) in V1, there is a matching state \v)(z) in
V2 and vice versa. This is not necessarily true for distinguishable particles or
distinguishabel degrees of freedom.
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Indistinguishable Particles (cont.)

Operators for Indistinguishable Particles

Given that V; and V are identical, we recognize that for any operator Q) acting in
V1, there is a matching operator Q(2) acting in V, that acts in an identical manner on
Vs, as QM) acts on V1. What do we mean by “identical”’? An operator is a rule
assigning to any input ket an output ket. We've already stated that for any \v)(l) in
V1, there is a corresponding |v )@ in V5. QM |v )@ is another ket |w )1 in V;. By
saying that V1 and V; are identical, we are assured there is a state |w )(?) that
matches up with |w (1), But the operator Q) acting on |v )(?) generates some
output state Q@ |v )@ in V5. When we say that the action of Q3 in V, is identical
to that of Q) in Vy, we are saying:

Given V)M o )@ v =W oM 0@ and  |w)D o |w)?3),
then |w)® = Q@)@

(«> indicates “correspondence”). One could exchange the last condition and the
inference, but the point is the same: there is a matching of the action of the operators.
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Indistinguishable Particles (cont.)

Back to States for Indistinguishable Particles

The above discussion of operators implies that, given two eigenvalues @ and @, © # @
and corresponding eigenstates | ) and |@ ) for a single-particle operator €2, the state
|5, )M®Q) s an eigenstate for both Q1) and Q3 with eigenvalues & and & for
particles 1 and 2, respectively. But, if the particles are indistinguishable, there is no
experimental way to create a state that has particle 1 is in state |&@ ) and particle 2 in
state |w ). We must consider linear combinations of the form

a[5,3) W) + §15,0)MC)

Furthermore, we must require that the state be unchanged under exchange of the two
particles’ eigenvalues because, if it were not, then the particles would be
distinguishable. So, we require

al3,2)D2@ 1 §15,5)V20) =  [a|3,5)D2O 1 §13,5)Ve)]
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Indistinguishable Particles (cont.)

We thus obtain the conditions
a=vp3 B=~a = Y=1 o=p

Note that we have the square, not the modulus squared, of each variable, which
implies that the solutions are

y=1 f=« and y=-1 pf=—-«a

So the allowed states are (up to normalization)

&,& >$)®(2) =13, >gl)®(2) =|®,o >(1)®(2) + ‘G,@>(1)®(2)
|G,5>(j)®(2) = 5>541)®(2) — |@,5>(1)®(2) _ ‘@7@>(1)®(2)

These states are symmetric and antisymmetric under exchange of the two particles.

Since the original “distinguishable particle” states |@,& )(V®(2) form a basis for the
space (because the eigenstates of any Hermitian operator are a basis), the ensemble of
both symmetric and antisymmetric states also form a basis for the space.
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Indistinguishable Particles (cont.)

However, we may not allow both kinds of states in our Hilbert space since. If both
exist, we can construct the “distinguishable states” by linear combinations:

> (12.5)0°0 1+ 19,5)0°9) = jo,3)We@

This is to be expected, as the ensemble of symmetric and antisymmetric states form a
basis for the whole product space. So, what we must do is restrict to either the
symmetric or antisymmetric part of the basis. By restricting the basis, we restrict the
entire space, of course; we restrict the physical Hilbert space to contain either
symmetric or antisymmetric states. We shall see later that these two kinds of particles
are called bosons and fermions and that the above requirement has significant physical
consequences.
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Indistinguishable Particles (cont.)

Back to Operators for Indistinguishable Particles

The following discussion is not present in Shankar.

Now, we have the problem that our allowed states are no longer eigenstates of our
operators. For example:

le)®( )|A7 = >(1)®( )

Il
Yo

= @75>(1)®(2) 4o @,m(l)@(z)
LB~ (D8Q) 1~ (1B()
2 (‘w7w>+ +|@,&) )
&V) -~ o~ o~
+ 5 (|w,w>$)®(2) — |, >(1)®( ))
o+

>$)®(2) + wFw o a>(})®(2)

)

It makes sense that there is a problem because the above operator distinguishes the
particles by picking one to operate on. We need new operators.
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Indistinguishable Particles (cont.)

How do we construct operators that respect the indistinguishable nature of the
particles? Recall that, in the case of distinguishable particles, the operator on the
product space to measure some observable w for particle 1 would be

le)®(2) =0 ® 1 and for particle 2 would be Q§1)®(2) =11 Q@ So, to
construct the indistinguishable particle analogue, we simply average and difference the
two:

— 1
aghe@ _ > (le)®(2) + le)®(2)) -

(Qm 910 4 W) g Q(2))

[mm@(z)r _ {an@(z) _ Qg)@(z)r _ [Qm 010 _ ) g Q(2>]2

N | =

That is, we construct the two linear combinations of le)®(2) and le)®(2) that are
symmetric under exchange of the two particles. We will see below why we need the
absolute value for the difference operator. Note that we mathematically allow the
“distinguishable particle operators” le)®(2) and Qg1)®(2), but we do not allow them
physically: any indistinguishable particle observable must be made of a linear
combination of the above type.
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Indistinguishable Particles (cont.)

The action of the above operators on our allowed states is then

QeR g 5 _ % (9(1) @1 410 g 9(2)) (\@7@(1)@(2) + |a,@)(1>®<2>)

_OHC 5 5)me@ L T8 5 Siwee)
2 2
O+T .
= |w,w>(i1)®(2)
2 2
[5Q(1)®(2)] \@,G>$)®(2) _ [9(1) ® 1 _ @) ®Q(2)] (‘@’g>(1)®(2) + |@7@>(1)®(2)>

=@-o) 0,8)M%0 + (@ -0)* [@,5)H°@)
=@-)?e,5)P*@

In both cases, the expression did not vanish for the (—) case because the two states
being differenced are different states. We see why we needed the absolute value for
the difference operator: had we note taken the absolute value, the sign of the

eigenvalue would have distinguished \@,&>$)®(2) from \G,@)i)@J(Z).
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Indistinguishable Particles (cont.)

Bosons and Fermions

We have explained about how we must restrict the physical Hilbert space to either the
symmetric or antisymmetric piece for indistinguishable particles. Since any sum of
symmetric states is also a symmetric state, and similarly for antisymmetric states, we
see that the each of these restricted spaces is a subspace, and hence we may write the
direct product as a direct sum:

Voer =V+ @ V- =Vs&Va

Recall that the above does not imply that V(1)g(2) is the union of the two subspaces:
the direct sum spaces is bigger than either of the subspaces V1 and V_ because there
are linear combinations of symmetric and antisymmetric states — such as the
|&,&)1®(2) example considered earlier — that do not belong to either subspace. The
result is that the restriction to V4 or V_ significantly reduces the number of states
available. For Hilbert spaces that have countably or uncountably infinite dimension,
this reduction means little, but the idea is the same.

An analogy would be think of V(1)g(2) as the real plane, V. as all the vectors along
the line y = x, and V_ as all the vectors along the line y = —x. The two spaces V4
and V_ are subspaces and their linear combinations give the entire space V(1)g(2), but
their union would just be the points satisfying y = +x.
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Indistinguishable Particles (cont.)

One might be tempted to think that V4 and V_ are in some sense identical, that for
every state in V there is a state in V_ and vice versa. This turns out not to be true:
consider the symmetric and antisymmetric versions of the “distinguishable particle
state” |w,w YD®@ |t is clear that

jw,0)PED = |, )2
PCEC

(where 0 means the null vector here). That is, there is a subset of states in V1 for
which there is no partner in V_.

We note that the above statement is the Pauli Exclusion Principle: two
indistinguishable particles cannot be in the same state if they are fermions because the
particle-exchange-antisymmetrized state is the null state. There is no such prohibition
on bosons since such states are automatically symmetric under particle exchange.
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Indistinguishable Particles (cont.)

Expansions in Terms of Symmetric and Antisymmetric Bases

In constructing states in terms of V. or V_ basis elements, we need to be careful to
avoid double-counting. For distinguishable particles, our generic 2-particle state is of
the form (see Equation 11.1)

lu >( )®(2) — Zujk‘%ww(l)@@)
ik

where there is no restriction on j and k. If we specialize to a system with two particles
that are identical but distinguishable, the above becomes

|u)HE) Zu,klwpwk o@

where we have labeled the single particle states by w; and wy instead of v; and wy
because the two factor spaces are now identical (i.e., we should use v instead of wy)
and for consistency with our early notation (use wj, wy instead of vj, vi). There is no
restriction on j and k yet.
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Indistinguishable Particles (cont.)

Let's now rewrite in terms of the symmetric and antisymmetric bases, still treating the
particles as distinguishable:

e Z g s o)
+> [qu lwj, wi Y VB 41y g, wj >(1)®(2)]
j>k
= Z ujlwj, w; Y DS
+ Z [uj (\wj,wk)g) @ + |wj, U-’k>(1) (2))

>k
u
+ L (s w0 )PP — g, ) V2@ |

73
Now, define
Uji + ugj 1
Uji,+ = 7”\@ 9wy, we) PR = 7 (le‘,Wk YOO 4wy, w; >(1)®(2))
Uji — Uy 1
Ujk, — = % |wj,wk >(1)®(2) \/E <|Wj’wk >(1)®(2) — |wk,wj >(1)®(2))
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Indistinguishable Particles (cont.)

Therefore, we have

— Z uji \wj,wj 1)®(2)

Ujk + ug lik — U
+Z(—’ﬁ e J,wk>&)®“+—ﬁ 2 oy )05
>k

=2 ujlwy )W 15 (“Jk 1070 PEP 4 g, w0 )DEC ))
g >k

We have pulled out the j = k part of the sum because there is no antisymmetric
contribution to it and because the state does not get a 1/\@ in front. We have
properly normalized the + and — states assuming the “distinguishable particle” states
are normalized. We explicitly see the decomposition V(1)g ) = V4 @ V_. Also, now
instead of coefficients uj with j > k and j < k allowed, we consider only the

coefficients wj, 4 and uj _ with j > k allowed. Same number of free parameters, but
labeled in a different way.
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Indistinguishable Particles (cont.)

Now, if we consider identical, indistinguishable particles, we need to restrict to states
that are either purely symmetric or antisymmetric. In the above, this is simple: for

symmetric states, we set all Ujk, = 0, and for antisymmetric states, we set all uj = 0
and all uj + = 0. The resulting two kinds of states are
1 ®(2 ®(2
|u) o ZU.U |wjuwj Zujk+‘wj7wk) @
>k
1 ®(2 YR(2
uy®) Zujk—|wj7wk> @
Jj>k

If the |wj, wx YD®?) have unity norm, then |w;j,w; YD®R) and |w;, wi )$)®(2) have
unity norm, so the normalization condition on the states is

Z\UM > P = or > up P =1 (11.4)

Jj>k >k

So, the algorithm for normalizing the states is clear.
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Indistinguishable Particles

Expectation Values

Are expectation values for observables normalized correctly? Shankar goes through
some rigamarole with factors of 1/2 to get this all straight. But if we use the
“indistinguishable particle” operators we constructed earlier, then everything is
properly normalized. We can check this explicitly:

=(1 2 (1
<Q( )&( )>+: (1)®(2 < ‘Q (H)®( )‘ >(1)®(2)
=(1)®(2
= 3 Il D5 w0y | QDO ) P
j
+ 3 s P VP (), | D
>k

1)®(2)|Wj7wk >(+1)®(2) (11.5)

Recall that |wj, wk )$)®(2) is an eigenvector of Q with eigenvalue (w; + wk)/2. So the

sum becomes easy:

(1)®(2 wj + wg
(@ @ Z‘UJJ| WJ+Z‘“jk+|2< 4 )

J>k
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Indistinguishable Particles (cont.)

For an antisymmetric state, we have

<§(1)®(2)>_ _ Zlujk 7|2 (1)®(2 )(wﬂwk‘ﬂ N® |UJ wk>( )®(2)
J>k

= > lup, - (w’+wk) (11.6)

J>k

For the difference operator, we have

([sawee)’) = 310+ 3 o Pl = = 3l =

j>k Jj>k

([pa0=]*) = 3l - ey =

>k
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Indistinguishable Particles (cont.)

It is sometimes more convenient to let both j and k run over their full range and
throw in a factor of 1/2 for the double counting because the full sums, or, for a

continuous eigenvalue, the full integrals, are easier to evaluate than the partial sums.

That is, we may rewrite Equation 11.5 as

@Vee),,

where we have defined uj; | by extending the formula for uj ;. without modification,

:\/iul-j.

ujjtuj

Ujj+ = V2

Section 11.4

=(1)®(2
:Z|u ‘2 1)®(2) wijj|Q( ) )|wj7wj>$)®(2)
+ 3 s P O (| QDFD )P

J>k

1
EZ\u,m Wed
+= Zw,m“ 2@

J#k

1 L®(©)
= lup e
24

Wy, wj |Q el 2)“*’_/7“_/ >(1)®(2)

(wj, wi | Ve |wj, wi >(+1)®(2)

(wj, i [AVED 0 ) (O@
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Indistinguishable Particles (cont.)
and 11.6 as

@D =Sy P RO, g0, L,y @ER)

J>k
= 23l P P ([ AV ) DB
J#k
1)®(2 )® ®(2
:72“1 7|2 ) )<ijk|Q (2 |ww>()()
Jyk
where uj, _ = 0 follows from the definition of uy _, v _ = 4 =0,

V2

If the eigenvalue w is continuous and we write the above as integrals (with the original

single-particle states |w ) appropriately normalized given that w is now continuous), we
have

@VeR)y l/da/da|u+(a,a)|2 (1)®(?<a,a|§“’®(2)|a &

@veey_ - /dw/dw|u 5,3 W20 G 5| aMeA|G 5 WeE)

W@
o

which are Shankar's equations 10.3.15 and 10.3.25 with & = x; and @ = x3.
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Indistinguishable Particles (cont.)

Probabilities

If we do a measurement of Q followed by a measurement (5Q)2, we will obtain values

@ and (wj — wg)? (# and (& — @)? for the continuous case). (Note that © and

(69)2 commute and are hence simultaneously diagonalizable.) From these, we may
calculate the two numbers w; and wy (or & and @), though, we don't know which is
which; that is, we obtain

wj or &=(Q)+ <(59)2> we or a=<§>%/<(m)2>

and we don't know which sign pair to choose because of the indistinguishability of the
particles. What is the probability of obtaining this measurement, which we shall
designate by P+ (@,@), where the 4 reminds us that the two values are unordered
because of the above indeterminacy? The above expressions for the state

normalizations (Equation 11.4) and for the expectation values (Q)+ and <(6Q)2>ﬂ:
make this clear: the probability is

Pi(wj,wi) = |up, > or  PL(@,®) = |ux(@,@)]

We are assured that the probability, summed or integrated over all possible outcomes,
is normalized to unity by Equation 11.4.
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Indistinguishable Particles (cont.)

Example 11.4: Two free particles of the same mass with a particle-in-a-box
attractive potential between them. Consider the cases of the particles being
distinguishable and indistinguishable.

Consider two free particles on the real line with position coordinates x; and x; and
suppose they experience the following attractive potential:

[0 xa—x|<L/2
V(X17X2)—{ ) ‘XI_X2‘ZL/2

What are the eigenstates and energy eigenvalues of the system?

Let's begin by writing down the full Hamiltonian in the two-particle direct product
space, where V1 and V5 are the individual Hilbert spaces for the two particles
separately.

1 2 1 2
1)) — _* [p1)e(2) [ p(h)®©2) (1)®(2)
H T 2m [Pl ] + 2m [P2 ] v

where PNE@ — p() @ pHER) _ () g p@)
and M8@)(x x, |V(1)®(2)\x1/,x2' YOBR) = v(xy, %) 8(x1 — x7)d(x2 — x3)
The kinetic energy part of the Hamiltonian is that of two free particles, but the
potential energy is not, rendering the Hamiltonian unseparable.
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Indistinguishable Particles (cont.)

The clear solution is to change to CM and difference coordinates. One can do this in
one of two ways. The first is to rewrite the classical Hamiltonian in terms of CM and
difference coordinates and then take those difference coordinates over to operators in
QM that satisfy the canonical commutation relations. The other thing way to do it,
which is more straightforward here, is to define new QM operators in terms of the old
ones. That is

W) _ % (x(V2@ 4 XY x(pee

1)®(2 1)®(2
™M 1 12 :Xl()()*xz()()

(2 1 1)®(2 1)®(2 1)®(2 (2 )82
pRER _ L (pee) , pme@))  per _ pme) _ pmee

Moo

One can check that the new operators satisfy the usual commutation relations
(dropping the now unnecessary (V®() superscript):

[Xems Pem] =ik [X,P]=ih
[Xcm, P12] = 0 = [X12, Pcum] [X12, Xcm] = 0 = [P12, Pcum]
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Indistinguishable Particles (cont.)

The new operators have their own eigenbases, which we can express in terms of the
original bases as follows:

X: x12 \ (1)®(2)
IXCM7X12>(CM)®(12) _ ’XCM + 12 Xem — 1z>
2 2
p12\ (D®(2)
Ipcwm, p12 )(EM20A2) — ’p cm + 7 , PcM — 7;2>

We have introduced the (€M)®(12) superscripting not because the kets on the left side
live in a different Hilbert space, but rather to make it clear whether a ket |x,, x5 )
refers to an eigenstate of Xcp and Xiz or an eigenstate of X7 and Xj. It is not an
unreasonable notation, however, because one could have begun with single-dof Hilbert
spaces V¢ and Vio if one had changed to CM and relative coordinates in the
classical variables first. The Hamiltonian becomes

1 1
H=_—"—Pi/+-—P+V
2M C’V’Jrzu +

The first two terms are clearly separable in the new labeling of the basis, but that was
not the problem; it was the V term.
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Indistinguishable Particles (cont.)

Let's evaluate the matrix elements of V in our new labeling of the position basis by
using the correspondence to the original labeling:

(CM)®(12)< >(CM)®(12)

xems xa2|V[x i X2

X X
=me® <X1 =xcm + %Jz = Xcm — %‘ v

’ /
X X
/ / 12 / ! 12
X1—XCM+72 7X2—X(_‘M77>

2
X12 X7 X12 Xy,
=5 ([ 5] =[x+ 2] ) o (frew = 52— [ = 2]

% 0 [x12] < L/2
oo |xi2| > L/2

where we have used the same evaluation for the matrix element of V' as we did when
we initially wrote down the Hamiltonian, but now we have replaced x1, x{, x2, and x;
with xcm, XC’MV x12, and X1’2-
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Indistinguishable Particles (cont.)

Let's evaluate the product of delta functions. The expression is nonzero only when the
arguments of both delta functions vanish, which occurs when

(x12 — xi5)

N | =

1
! / !
XcM — Xcym = 5 (x12 - x12) and xcv — Xcy =

Therefore, we may replace xcy — x/y, in the second delta function with the value
given by the first equation above (or, alternately, replace it in the first delta function
with the value in the second equation). This gives us for the delta function product

X Xy, 1 1
) ([XCM + %} — |:X(_/-M + %:D ) (5 [Xl/z — X12] + 5 [x1'2 — X12])
1
=4 ([XCM - XC'M] + 5 [Xlg - x1'2]) 3(x{y — x12)

Using the same kind of manipulation, we can set x12 — x;,, to zero in the first delta
function, yielding

S(xem — XC/M) 8(x12 — x{p)

Note that we reversed the sign of the argument in the second delta function, which is
allowed because a delta function is an even functions of its argument.
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Indistinguishable Particles (cont.)

Therefore, we may rewrite the matrix element for the potential operator as

(CM)®(12)< >(CM)®(12)

xems x12 | VIxEus 1o

0 x12| < L/2
d(xem — xém) (x12 — x1p) % { 00 }Xizl > sz

In the end, we have relabeled our basis so the space is of the form
V=Ven ® V12

and the Hamiltonian breaks into two pieces,

H = H(CM) g j(12) | [(CM) o 1y(12)
with H(EM @ 102 = p2 and (M) @ H(12) = P2, | v/

where the P%M operator is the identity in the Vi, factor space, the P122 operator is the
identity in the V ¢y factor space, and the V operator has explicitly been shown to be
the identity in the V), factor space.
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Indistinguishable Particles (cont.)

The Hamiltonian is thus separable, giving us a free particle in xcp and a particle in a
box in x12. We know how to solve these separate single-particle problems, so we may
conclude that the eigenvalues of the Hamiltonian are

E = Ecp+ + Ei2 with  Ecpy4 = any value > 0
h2 72 n?

and Ejp = ——
n 12 CE

n >0 any integer

and the projections of the eigenstates onto the position basis (the position-basis
wavefunctions) are

MSA2) (xcp, x12| Ecma , Er2)

cos% n > 0, odd

w(ECMj:1E12)’(XCM’X12)(XCM’X12) =

_ 1 /Eei%ﬂ/zMECMi xem
v2rh VL sin% n> 0, even

The &£ in Ecp+ refers to whether the solution is a right-going or left-going plane wave.
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Indistinguishable Particles (cont.)

How do we modify the above for indistinguishable particles? One way to do this would
be to replace X; and X, with indistinguishable particle operators and repeat the
process of recasting the Hamiltonian in terms of CM and difference coordinate
operators. This would be quite straightforward, as P = Py, (6P)? = P122, and V
would become a function of 1/(6X)2. We would solve the problem in the symmetrized
space V4 or antisymmetrized space V_, meaning that, instead of calculating the
matrix elements of the Hamiltonian in the basis

x12\ (1)®(2)

X12
= X1:XCM+77X2:XCM—7

[xcms X12>(CM)®(12)

we would do the calculation in the symmetrized or antisymmetrized basis

y (M2 >(CM)®(12))

1
7 (\XCM,Xu )+ |xcm, —x12
,L(‘X e+ 22 sy = xgy — 2\
= A\a= ™M 5 X2 = Xem 5
1)®(2
i’XQZXCM_%7X1:XCM+)<2£>() ))
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Indistinguishable Particles (cont.)

We could write our vector space as the direct sum
V=V pV_

but let's use the factorizability of the vector space into CM and difference coordinates
as we did before. The CM coordinate does not care about the sign of x12, so which
subspace we pick does not affect the choice of which CM coordinate states are
allowed. Thus, we may conclude that the space can be written as

V=Venu ® (Vio,+ ®V12,-) = (Vem ® Vi2,1) ® (Vem ® V1o, )

and that we need to pick one of the two subspaces to work in. Our basis elements
factorize:

1
7 (\XCM7X12>(CM)®(12) =+ [xcm, —xa2)! )
®

M)

= |xem )(© (|X12> 2| - xp )(12)>

5l
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Indistinguishable Particles (cont.)

We could go through and re-solve the single particle in a box in the V15 4 or Vi _
subspace — that is, project the eigenvalue-eigenvector equation onto symmetrized or
antisymmetrized versions of the |xi2 ) basis for Vi3, which would restrict us to Vi 4
or Via,_ as required. But it is easier to simply note that our existing solutions already
are restricted to these subspaces: the cos solutions live in the V1> | subspace and the
sin solutions live in the V1> _ subspace. Thus, we need only pick one or the other type
of solution based on whether our particles are bosons (n odd) or fermions (n even).

We could have seen this more quickly, though perhaps less rigorously, by simplying
seeing from the start that the n odd states are allowed for bosons and the n even
states are allowed for fermions because these pick up the appropriate sign under

x12 — —x12, which is equivalent to exchanging the particles. xcy is unaffected by
particle exchange, so the part of the position-basis wavefunction that depends on xcy
is unchanged by exchange.
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Indistinguishable Particles

Is it a Boson or a Fermion?

How do we experimentally determine whether to use the symmetric or antisymmetric
states for a particle? It turns out it is easy because of the propensity that fermions
have to avoid the same state. We put two particles in a box in single-particle
eigenstates |1, ) and [¢)p ). Then we calculate what the probability of finding them at
the position pair (X, X) is, depending on their statistics. Using the above formula for
the probability of obtaining a particular position pair outcome, we have

P+(X,X) = |ux(%,%)|*

What is u4(X,X)? It is the projection of the system state onto the symmetric or
antisymmetric position eigenstate |X,x )+. That is,

Ui(/)?,}): + <?7}‘¢37wb>:ﬁ:
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Indistinguishable Particles (cont.)

Let's expand this out in terms of distinguishable particle eigenstates for calculational
convenience (remembering that such states are not physically allowed!):

(R % [ ) = % (7| £ (%)) % ([ 6 ) £ by, 5 )
1

= 5 [0 ¥5.0() + xR x(3)

£ D (%) x(R) £ ax(R) ,0(R)]
= $ax(®) V6,x(R) £ G2 () s (3)

where we made the last step because the functions 1, x and vy,  are just numbers
now and therefore commute.

Now, we calculate the probability:

P+ (%, %) = |ux(%,R)? = [1a,(R) ¥p,x(%) £ 1p,x(%) o (X)) (11.7)
X [13,x(R) ¥,(X) £ ¥,x(X) va,x (X))
= [ (R P Wbx (R + [obx (R) s ()P (11.8)
£ 5 (R) Vb1 (R) ¥5,(X) Yax (%)
£ 5 (R) Yax (R) ¥34(%) Yo0(%)
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Indistinguishable Particles (cont.)

That is, we obtain entirely different probability distributions depending on whether the
particles are bosons or fermions. And, moreover, had the particles been
distinguishable, but we just didn't know how to distinguish them, so that the particles
were in an incoherent superposition of (a, b) and (b, a), the cross terms with the +
would not have appeared at all. So we can even distinguish distinguishable particles
from indistinguishable bosons and fermions, even if we didn't know they were
distinguishable! An example would be two electrons in opposite spin states, but
supposing we didn’t know about spin.

It is interesting to calculate P+ (xo,x0), the probability of finding the two particles at
the same position xp:

P1(x0,%0) = 2 (|tha,x (x0)[*[¢0b,x (x0) | % [$0a,x(x0) [P |96, x (x0)[?)
_ { 4|tax(x0)P[¥bx(x0)*  +
0

and we would have obtained P(xo,x0) = 2 |ta x(x0)|2|%b,x(x0)|? if the particles were
distinguishable. The above result is inevitable from Postulate 3: the position
measurements would put the two particles into position eigenstates, but there is no
antisymmetric state with both particles at the same position, so the probability for
obtaining that measurement outcome had better vanish!
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Indistinguishable Particles (cont.)

So we have a clear experimental means for deciding the indistinguishability -
characeristics for new particles. See also the example in Shankar about the K and K
mesons.

We note in passing that the above implies that a plot of P_(X,X) as a function of X
and X would be a surface with a node along the line X = X. P(X,X), and a plot of

P+ (X,X) would be larger along this line than a plot of P(X,X) (which would of course
be larger than P_(X,X) along this line.)
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Indistinguishable Particles (cont.)
Symmetrization and Antisymmetrization for Systems of N Particles

Suppose one has N indistinguishable particles. What should the properties of the
overall state be under permutation of the particles?

The key to answering this question is to realize that any permutation of N objects can
be obtained by successive pairwise exchanges. One can prove this inductively.

Suppose you have N objects, n of which are out of their ordered positions. Pick the
first one that is out of its normal place i; call it i and suppose it is sitting in position j.
Clearly, position i must be occupied by another object kK whose normal position is

k # i because i belongs in position i. So, exchange these two particles, so that i is
now in position i and k is in position j. One either has now n— 1 (if k # j) or n — 2
(if k = j) objects out of their normal positions. So, a permutation with n out of N
objects out of place can be obtained by pairwise exchange from a permutation with
either n — 1 or n — 2 objects out of place.

Now, prove it for n = 2 and n = 3 explicitly so the inductive proof carries through. For
n = 2, just exchange the two out of place objects — done. For n = 3, label the three
objects a, b, and c. Exchange a and b. Exactly one of them must now be in its
correct position: first, if both were still of out place, then they both have only one
other choice for their correct positions, the position that c is in, and that must be
wrong because two objects cannot have the same correct position; if both were now in
their correct positions, then object ¢ must also now be in its correct position, which is
wrong by assumption that n = 3. So, if n = 3, a single pair exchange brings us to
n = 2. We know how to send n =2 to n = 0 by pair exchange. QED.
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Indistinguishable Particles (cont.)

Once one sees that any permutation of N particles can be obtained by pair exchange,
one understands that one only has to apply the pair exchange rule multiple times. For
bosons, the state should be an equally weighted sum over all permutations of the
particles with no sign flips. For fermions, the state is an equally weighted sum over all
permutations also, but with the “odd” permutations — those that require an odd
number of pair exchanges to obtain — picking up —1's and the “even” permutations
retaining +1 coefficients. Assuming the single-particle states are normalized, the
whole thing requires a v/N! normalization factor. If we designate the jth of N!
possible permutations as P;, where m = P;(k) indicates that particle k in the
unpermuted state should be replaced by particle m in the jth permuted state, and the
permutations are defined so that P; requires an odd number of exchanges when j is
odd and an even number when j is even, then we have

1
[Wn s oy ) rZ(iI [omy ) < ® [hny ) PIVD

1 ‘ ;
= LS 1y [T o 1)

where, in order to provide compact notation, the states are allowed to go out of
particle order; the (P(K) indicates which particle the state ny is assigned to in the jth
permutation.
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Indistinguishable Particles (cont.)

The above notation works only if all the states are distinct (if nx # nm for all k and
m) or if the particles are fermions. If the particles are fermions, the above formula will
vanish if there are duplicate states, which is fine. For bosons, if there are duplicate
states, there will be terms in the sum that repeat. For example, if two of the states
are identical, ny = np, for some k, m pair, then, for every permutation j, there will be
a matching permutation that differs only by exchanging the two particles P;(k) and

P;(m) to which the states ny = n, have been assigned. The sum collapes to % terms

and acquires a 2 out front; that is, the prefactor becomes —2_ But this is wrong; if

VN!
there are % distinct terms, the normalization should 1/%. One simply has to correct

the normalization for the fact that terms in the sum repeat and so the original
normalization calculation that gave ﬁ was wrong.
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Indistinguishable Particles (cont.)

For fermions, the antisymmetrized state can be written conveniently as a determinant,
usually termed a Slater Determinant:

L
VNI

|7/}'71 >(1) e ‘Qﬁn,\, )(1)
|¢n17"'7wnm>7:

[Wn )Mo iy ) (V)

where the product between states when the determinant is calculated is taken to be
the direct product, ®. Note how the particle number is fixed for each row (the

superscript number) while the state is fixed for each column (the subscript): this
structure gives the approprate result.
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Indistinguishable Particles (cont.)

Let's consider a possible point of confusion on whether different ways of obtaining the
same permutation are consistent. That is, it is quite important for fermions that the
“oddness” or “evenness’ of a given permutation be well-defined — that there not be
a way of obtaining a given permutation by two different sets of pair exchanges, one
with an odd number of exchanges and one with an even number — otherwise it will
not be clear whether to assign a given permutation a negative sign or not.

This proof must also be done by induction. Suppose it is true for N particles that a
given permutation requires either an odd or an even number of pairwise exchanges but
never both. Now, tack on another particle and consider all the possible new
permutations. There are two kinds of new permutations.

In the first kind, the N + 1 particle remains in the N 4 1 spot. In this case, we just
have a permutation of N particles, with the new particle tacked on to the end, so our
assumption that permutations are either odd or even but never both applies — this
new permutation of NN + 1 particles is also either odd or even but not both.
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Indistinguishable Particles (cont.)

The second kind of permutation is the kind for which the N + 1 particle is in position
J < N and the kth particle in the N + 1 position (j # k in general though j = k is
allowed). Call this permutation IMy. Clearly, one can do a single pairwise exchange of
the j and N + 1 positions to put the N + 1 particle in the N + 1 position and the k
particle in the j position. Now one has a permutation of N particles with the N + 1
particle stuck on the end; call this permutation 3. So, whatever the sign of the
permutation of N particles that yields Iy, the original permutation of N 4 1 particles
1 is opposite in sign because it requires one more pairwise exchange. To complete
the proof, we need to show that every way of obtaining ; from [y requires an odd
number of pair exchanges; that is, we've shown that the sign of Ny is unique, but we
need to show that the sign flip in getting from I to N; is unique, also. Suppose it
were not; suppose there were a path from [, to Ny requiring an even number of
exchanges; call this path B, and path A is our single pairwise exchange of particle k
and particle N + 1. Consider the path that consists of path B with the path A single
pairwise exchange added on. This path has an odd number of exchanges, yet it takes
the permutation Ny and returns the permutation My. T is really a permutation of N
particles only because the N + 1 particle is stuck on the end, so this says that there
are two paths, one odd and one even, of obtaining a permutation of N particles,
contradicting the assumption that the uniqueness of the sign of permutations is true
for N particles.

Proving the uniqueness of permutation sign for N = 2 particles is straightforward:
there are only two permutations, one even and one odd, and any other path to those
permutations requires doing an even number of unnecessary exchanges of the two
particles, so the oddness or evenness of a permutation is unique.
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Indistinguishable Particles (cont.)

Let's consider an implication of the above for non-adjacent and adjacent pairwise
exchanges. An adjacent pairwise exchange is one in which you exchange particles that
are adjacent to each other. A non-adjacent pairwise exchange is one in which two
particles that are not adjacent to each other are exchanged. Our proof implies that
the sign of a permutation arrived at by a single non-adjacent pairwise is consistent
with the sign one would obtain by obtaining that permutation by a set of adjacent
pairwise exchanges. To illustrate this, consider a 3-particle example. Consider the two
permutations

123 321

One can obtain the second from the first by the non-adjacent pairwise exchange
1 < 3, indicating it is an odd permutation. Is the path between these permutations by
adjacent pairwise exchanges also odd? VYes:

123 - 132 - 312 —- 321

which requires three pairwise exchanges, also an odd number.
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Indistinguishable Particles (cont.)

When to Symmetrize or Antisymmetrize

In some limit, we must be able to ignore the need to symmetrize or antisymmetrize
states of a system of indistinguishable particles — the behavior of the electron in a
hydrogen atom in Santa Monica does not care about the electrons in hydrogen atoms
in a distant location such as, or example, Orange County. How do we recover this
limit from the above formalism?

It is easy. Let’s consider two indistinguishable particles that are created in a state

_ 1

1)®(2)
W’m wb >j: \/5

[19)0 @ 45)@ & [9) D) © [2) |

where |1, ) is localized in Santa Monica (preferably, in a cafe with a good view of the
ocean and a good beer), and |1} ) is localized in Orange County (it doesn’t really
matter where because, to first order, every point in Orange County looks like every
other point in Orange County). The probability of finding one particle at position xsu
in the cafe in Santa Monica and the other particle at position xpc somewhere in
Orange County is, by analogy to Equation 11.8,

Pt (xsm,%0¢) = [thax(xsm) [*[6,x (x00) 1> + [¥b,x (Xsm) [ [thax (x0c )2
£ 97 «(xsm) ¥b,x(Xsm) V5 x(xoc) Ya,x(xoc)
*+ ¥y (Xsm) Ya,x(xsm) ¥ x(xoc ) ¥bx(xoc)
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Indistinguishable Particles (cont.)

Now, let's calculate the probability of finding one of the particles at a position xsp
somewhere in that cafe without caring where the second particle is. We obtain that
probability by integrating over xpc: any outcome for xpc is fine for our purposes.
That is:

Pi(xsm) = |¢a,x(X5M)|2/ dxoc [¥b,x(xoc)I?

+ |¢b,x(X5M)|2/ dxoc |ax(xoc)|?

—oo

17 (xsm) wb,x(XSM)/ dxoc ¥p x(xoc) ta,x(xoc)

+ Y5 (xsm) a,x(xsm) /7 dxoc 3 x(xoc) Yb x(xoc)

We may neglect the last three terms: they all contain at least one power of ¥y, (xsm),
which is vanishing according to our localization assumptions for |1, ) and |¢p ). The
integral in the first term gives unity because the single-particle states are assumed to
be individually normalized.
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Indistinguishable Particles (cont.)

So we have
P (xsm) = |thax(xsm)|?
which is what we would have obtained had we neglected the other particle. As one

might expect, indistinguishability only matters when particles are close enough that
their wavefunctions have some overlap.
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Passive Coordinate Transformations

Coordinate Transformations

A coordinate transformation is any relabeling of the points in space from set of axes F

with coordinates g to a different set of axes F’ with coordinates q’, with
g’ = q’(g,t). Some examples:

»  Mirror transformation:
X, = —X y, =Yy z =2z
» Rotation transformation about the z axis by 8 (CCW):
x' = x cosf +y sinf y' = —xsinf +y cosf
» Translation:

/ !
X =x—a y =y z =z

In all of these, a new set of axes are being imposed on space and one chooses to label

points relative to the new system rather than the old one. You should draw the old

and new axes so you are clear on what is meant by each transformation.
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Passive Coordinate Transformations (cont.)

Discrete vs. Continuous Transformations

A discrete coordinate transformation is one for which there is no continuous parameter
that varies the effect of the transformation. A continuous coordinate transformation is
therefore one that does depend on a continuous parameter. Continuous
transformations can be differentiated with respect to the parameter.

Examples of discrete transformations include parity transformation (inversion of the
coordinates through the origin) and mirror transformations (inversion through a plane;
of course, one can vary the plane, but once one picks a plane, there is just one
transformation) are a couple obvious ones.

Continuous transformations include spatial translations and rotations, where, even
after one has picked a direction for the transformation (a translation direction or
rotation axis), there is a continuous parameter: the translation distance or rotation
angle in these cases.

Discrete transformations in general need to be treated on a case-by-case basis,

whereas continuous transformation can be treated in a unified manner. The latter also
result in conserved quantities, as we shall see.
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Passive Coordinate Transformations (cont.)

Effect of Coordinate Transformations in Quantum Mechanics

A relabeling of the above type has no effect on the particle state |1 ) because it is an
abstract object and makes no reference to a particular coordinate system. But, there
are two ways in which the relabeling matters:

P First, because of the redefinition of the coordinate axes, the position and
H . H / ’
momentum basis change; there are new sets of basis states {|q’)} and {|pg )}
that indicate states with well-defined position or momentum relative to the new
axes rather than the old axes. The old position and momentum bases {|q)} and
{lpg )} still exist and the projections (g |¢)) and (pq |¢)) are unchanged.

» Second, it affects the operators. We want the above new basis elements to be
eigenvectors of position and momentum operators, so we require new position
and momentum operators { @'} and {P,}, as these new basis elements will not
be eigenvectors of the original position and momentum operators with the
expected eigenvalues. These are not the same as the old operators {Q} and
{Pq}, meaning that the action of {Q'} and {P;} on states are different from
that of {Q} and {Pg}. The {Q} and {Pg} operators of course still exist and
there is no change in their action.

Realize that the new bases live in the same Hilbert space as the old bases, and that
the new and old operators both act there; the coordinate relabeling results in no new

Hilbert space!
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Passive Coordinate Transformations (cont.)

Passive Coordinate Transformations

We define the passive transformation operator Tp to be the operator that maps from
the original basis {|q)} to the new basis {|q’ )}, element-by-element:

e'’lq’) = Tplq)

where @ is real. That is, the passive transformation operator “transforms” the
position-basis elements associated with the old coordinate system into position-basis
elements associated with the new coordinate system. (We will define an active
transformation below.) The e’? factor is allowed out front because it does not affect
the norm of the state or the unitarity property derived below. In general, we will
choose 6 = 0 so that the factor’s value is always unity, but that is an additional
assumption that must be made; it need not always hold true.

Since we are just relabeling points in space, the dimensionality of the new basis must
be the same as that of the old basis; that is, the mapping is one-to-one, or invertible.
Assuming the new basis elements are normalized in the same way as the old ones
(which is unaffected by the unity modulus factor), the transformation also preserves
inner products between basis elements because the unit-modulus factor cancels out.
Therefore, it preserves all inner products, and hence is unitary, T;r, = TP_1.
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Passive Coordinate Transformations (cont.)

We define position and momentum operators in the new basis by the requirement that
their action in the new basis be the same as the corresponding old operators’ action in
the old basis; this follows from their being position and momentum operators for the
new coordinate system. So,

(a/ |Qlaz ) = (@ |Qla2)

By the definition of the transformation operator’s action on states, |q’) = Tp|q), we
also have (g/ |Q'|qy ) = (a1 |T;£Q’Tp|q2 ). Combining the two statements gives

(@11Qla2) = (a1 | TAQ Trlaz)
Since this relation holds for all |g1) and |g2 ), it therefore holds that
Q =TpQTL=TpQT;"

The above proof carries through for the {P4} also, and, in fact, for any operator.
Because it holds for any pair of basis elements, it holds for any pair of states, giving

(v'10'|w’) = (v|O|w) — 0’ = TpQT} (12.1)
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Passive Coordinate Transformations (cont.)

We may thus think of the passive transformation operator as not only transforming
the basis elements but also transforming any operator, with the new operator defined
by the requirement that the action of the new operator in the new basis is the same as
the old operator in the old basis.

Note that the passive transformation operator affects any basis, not just the position
basis. All of our bases are defined by being eigenbases of some Hermitian operator (Q,
Pg, etc.). If the transformation changes these operators, then their eigenbases will
change, too. One obtains the transformed eigenbases by diagonalizing the transformed
operators.

We note that, in general, in addition to the defining transformation relation

Equation 12.1, it is also possible to rewrite the primed operators in terms of the
unprimed operators simply because the primed observables are also observables in the
unprimed coordinate system and hence must be functions of the {Q} and {Pg}. The
form of these latter relations will depend on the particular type of transformation,
though.

Additionally, because we do not want to move the potentials and particles when we
perform a coordinate transformation, we do not in general want to transform H to H'.
We will, though, write H in terms of the {Q’} and {P,} operators by using this latter
set of relations that write the primed operators in terms of the unprimed operators
(and vice versa).
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Passive Coordinate Transformations (cont.)
Example 12.1: Passive Mirror Transformation of a Particle in a
Two-Dimensional Box

Consider a particle in the an eigenstate of a two-dimensional box of dimension L1 x L;
whose corner is at the origin. Let the state be denoted by |1, ). The energy is

R (22 b
Ep = 4+
T om (L§+L§>

The position-basis representation is

4 b
"pab(Xy}’) = <X7}’W}ab> = LiL, sin (al:X> sin ( Zr2y)

(Note that, because the box’s corner, not center, is at the origin, the sines are the only
allowed states. We do this to avoid having to carry around sines and cosines in this
example.) and we would find the expectation values

Lo

<'¢'ab |Y|'¢ab> = ?

1

L
<'¢ab|X|"pab>:? <¢ab‘Px |"/’ab>:O (wabIPy |wab>:0
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Passive Coordinate Transformations (cont.)

Now, perform the coordinate transformation x’ = y, y’ = x, which is a mirroring
through the line x = y. The transformation is visualized in the figure below. We see
clearly that the axes are relabeled but the potential has not moved in space; this is
what we mean by a passive transformation.
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Passive Coordinate Transformations (cont.)

The transformation gives |x’ = u,y’ = v) = Tp|x = u,y = v) where u and v are
just numbers, not tied to any coordinate system. We'll see below why we use the u
and v. Be sure you understand what is meant by this notation, in particular the
ordering of u and v: for example, a state along the x axis, |[x =1,y = 0), gets
mapped to a state along the x’ axis, [x’ = 1,y’ = 0). The transformation rules tell
us that |x’ = u,y’ =v) = |x = v,y = u). That is, when written in terms of
unprimed coordinates, the state that |[x = u,y = v ) gets mapped to by Tp is the
state [x = v,y = u) in the unprimed coordinates. In the example, the state on the x
axis [x’ =1,y’ = 0) is equal to the state on the y axis [x = 0,y = 1), and the state
[x"=0,y’ =1) on the y’ axis is equal to the state [x =1,y = 0) on the x axis.
Make sure you have the above straight; it is confusing! These relationships are also
indicated in the figure.

!/

The state 1, stays unchanged, but it must now be written in terms of the basis
elements in the new axes, the {|x’,y’)}. We denote this wavefunction by
Pap,qr(x',y") and it is given by 1,4 ¢/ (x’,¥") = (x', ¥’ [¥ap ). We need the extra 4
subscript to indicate that 1, 4/ is a different function of its arguments than the old
Yab(X, y), which we shall now denote by 1,4 4(x, y). This is consistent with our
generic notation of denoting a wavefunction in some particular representation (basis)
with a subscript that specifies the representation: the {|x’,y’)} and {|x,y )} are
different bases, so the representation of |1, ) in the two bases are different and need
to be distinguished.

/
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Passive Coordinate Transformations (cont.)

How do we calculate 1.y, q/(x’,y '), explicitly? We recall that
x"=u,y'=v)=|x=v,y =u). So, we have:

Vabg' (X =y =v)=(x"=uy" = v|ap)
(x=v,y =ulvap)
wab,q(X =V, y= U)

4 i amv i bru
= — SIn sSin
Lyl Ly Ly

4 bmx’ !
So, ¢ab,q'(X'7yl) = sin ( Ll ) sin (afzy )
1

We went through these specific numbers u and v to avoid confusion about when you
replace (x,y) by (x’,y’) and when by (y’,x’): u and v are just numbers, not tied to
any coordinate system. We know that the state at |x’ = u,y’ = v) is the same state
as |[x = v,y = u), and knowing that lets us rewrite the wavefunction in terms of x’
and y’. The above form should be intuitively obvious, though; if the x’ axis lies along
the y axis and the y’ axis lies along the x axis, and the state does not change, then
x’ must take on the role of y and y’ of x.
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Passive Coordinate Transformations (cont.)

What are the new operators? As we said, the formula O’ = Tp O T‘l is abstract. To
figure it out, we resort to matrix elements. We require

(X1/7)’1/ |X/‘X2/a)’2/> = (x1, 511X |x2,y2)

Again, it will be far clearer if we use specific numbers not tied to a coordinate system.
So let's write the above as

<Xl=U1,y/:V1 |X/|X/=U27y/:V2> =(x=u,y=wv|X|=u,y2=wv)

Note how the u’s and v's are distributed: the state |x’ = u1,y’ = vy ) satisfies
|x’ =u,y' = v1> = TP‘X =u,y= v1) and also

|x{ =u1,y{ =vi)=|x=v1,y = u1). The matrix element on the right is

(x=u,y=wvi|XIx=w,y=wv)=u1d(u —un)d(vi — v2)
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Passive Coordinate Transformations (cont.)

So our requirement becomes

! ’

(x'=u,y' ' =wvi|X'Ix" =,y =va) =u16(uy — ) 6(v1 — v2)

which may now be rewritten as
(< y XXy ") = (= x3) 6 — v3 )

Thus, our operator X’ does exactly what we expect it to do: it has as eigenvectors
the states {|x’,y’ )} with eigenvalues {x’}. It therefore is the X’ operator.

If you do not use the u's and v's when trying to prove the above statement, it is very
easy to get confused and end up thinking that the X’ operator pulls out the y’
coordinate of |x’,y’) because you end up with x; instead of u; at the front of the
expression, and the transformation says y;/ = x1, so one is tempted to replace the x;
with y; and think that one gets Y’ instead of X’. This problem occurs because it is
unclear whether one should use the relation (xi, y1) — (x{, y;) or the relation
I/, ¥/ ) = |y1,x1). By instead using these “numbers”’ (u1,vi) and (u2, v2), one
doesn’t get into notational quandaries like this.
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Passive Coordinate Transformations (cont.)

By analogy, we may also conclude

Oy 1Y %0,y ) =i 60 —x3) 8(y{ — ¥3)

i d

<X1/7Y1/ |P></‘X2/7)’2/> =—ih dn! 5(X1/ - le) 5()’1’ - }’2/)
1

Oy Py lxs, v ) = —ih dy7 5(x{ —x3)8(y{ —y3)
1

That is, all the primed operators do exactly what we expect them to in terms of the
primed coordinate system. In obtaining the above, we will have taken a derivative with
respect to the “numbers” u; and v; because they are indeed still variables: the point
of introducing them is that they are not notationally tied to a particular coordinate
system, so they remove the confusion noted above.

We have defined the primed operators by requiring that their matrix elements in the
primed basis be the same as the matrix elements of the unprimed operators between
the unprimed basis elements that are transformed into the primed basis elements.
Since the unprimed and primed basis elements are not equal, this is not a statement of
equality between the unprimed operators and primed operators.
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Passive Coordinate Transformations (cont.)

However, because the unprimed and primed basis elements describe the same Hilbert
space and there are equality relations between them (as illustrated in the figure), we
can calculate the matrix elements of the primed operators in the unprimed basis and
compare these to the matrix elements of the unprimed operators in the unprimed basis
to obtain a relation between the primed and unprimed operators (or conversely, we
could calculate the matrix elements of the unprimed operators in the primed basis and
compare to the matrix elements of the primed operators in the primed basis).

Explicitly:

x=uy=wv|X'Ix=wmy=w)=x =v,y ' =u|X'|x" =wv,y" =w)

vix'=vi,y' =u|x' = v,y =uw)

vix=u,y=v|x=u,y=w)

=x=unLy=wvi|Y|x=uw,y =w)

= (L lX'|x,y2) = (x,y1 Y |x, )

We find that all the possible matrix elements between unprimed basis elements of X’
and Y are equal, so they must be the same operator:

X' =Y
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Passive Coordinate Transformations (cont.)

But we also have a relation between X’ and X. Let's write both of these down:
X' =TpXT} X' =Y

Interesting, eh? The former is true, regardless of the situation, but the latter is far
more useful in trying to understand this specific example. Similar relations hold for

Y'’, P/, and Py’:
Y' =TpY T} Y’ =X
P/ = TpPcT} P! =P,
P,/ =TpP, T} P, = Px

For P/ and Py’, one establishes the relations in the right column by taking matrix
elements in the momentum basis rather than the position basis because these
operators are diagonal in the momentum basis but not in the position basis. One can
of course establish relationships between primed and unprimed momentum basis
elements as we have done for position basis elements.

Simple relations like these do not always hold: they are specific to our mirror
transformation example. As we noted above, though, it is always possible to write the
{Q’} and {Pq’,} operators in terms of the {Q} and {P4} operators.
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Passive Coordinate Transformations (cont.)

As we explained above, we do not transform the Hamiltonian, we simply rewrite it in
terms of primed operators. But, for the sake of pedagogy, let us explicitly transform
the Hamiltonian and see what goes wrong:

2 2 "2 N2

H' = Tp <PX+P«V+V(X’y)> T; M+V(X/,Y')
2m 2m

where we can make the step by thinking of V in terms of a Taylor expansion and

inserting T}; T between each factor of X, Y, Py, or P,. Nothing obviously wrong

happens in the kinetic terms, but the potential term has X’ as its first argument and

Y’ as its second argument: the L; dimension of the box is along x’ and the L,

dimension along y’. This corresponds to mirroring the box, which we did not want to
do!

With that out of the way, let us rewrite H in terms of X', Y’, P/, and Py’ using the
relations like X’ = Y proved above:

P2+ P2 P))? + (P!)?
H=->*—2* V+V(X,Y):7(y) (X)+

V(Y', X"
2m 2m

X' and Y’ are in the right arguments of V to have the L; side of the box along y’
and the L; side along x'.
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Passive Coordinate Transformations (cont.)

The above rewriting of H tells us two things: first, our prior rewriting of the eigenstate
wavefunctions in the {|x’,y’)} basis was correct: we expect the x’ coordinate to be
linked up with Ly and the y’ coordinate to be linked up with L1, as we found earlier
for 1,5 q/(x’,y"). Second, the energies of the states are unchanged because the
Hamiltonian is unchanged.

We may calculate the expectation values of the operators in two ways. The first
method is to do the necessary integrals for, e.g., (¢, | X' |1ap ), explicitly by inserting
completeness relations for the new {|x’,y’)} basis. The second method is to simply
use the relations between the primed and unprimed operators (like X’ = Y) that we
proved above, making the whole exercise trivial:

~

(ab X hab) = (Wb | Y ) = =
L
(Wap |V [a) = (| X [tha) = =
(Wab |PS[Wab ) = (tab |Pylthap ) = 0
(Yab ‘Pyllwab> = (Yap |Px|tan) =0
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Passive Coordinate Transformations

Example 12.2: Passive Rotation Transformation of a Particle in a
Two-Dimensional Box

Let's consider the same Hamiltonian as in the previous example, but let the coordinate
transformation be rotation in the plane by an angle 8§ (CCW when viewed from above):

x' =x cosf+ysinf y' = —xsinf+y cosf
For the sake of brevity, we will write the above as

X/:XCQerSg y':7X59+y(:9

As before, let's first understand the relation between elements of the unprimed and
primed bases. Our generic transformation rule is

‘X =uy :V>:TP‘X:u7y:V>
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Passive Coordinate Transformations (cont.)

Because the primed and unprimed basis elements describes states in the same Hilbert
space, and using the following figure, we recognize that the following equalities hold
also:

|XZUC@+VS@,y/:—uSg+VCg>:‘X:u,y:v>

‘Xl:uvy,:V>:‘XZUC9_V597.V:”S0+VC9>

The above relationships are illustrated in the following figure, where we consider the
specific basis elements [x =1,y =0) and |[x =0,y =1).

equality [x"=0cos©+1sinB,y =-0sinB+1cosB)

[X¥=1,y=0)

7

[x=0,y=1) = 3

[x=1,y=0) equality [x"=1cos@+0sin6,y ==1sin®+0cosB)
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Passive Coordinate Transformations (cont.)

Following along our previous example, let’'s now calculate the primed position basis
wavefunction using the expressions obtained above that related unprimed and primed

basis elements:
d]ab,q’(X/ = val = V) = <X/ = U’y/ = Vw)ab>
=(x=ucy—vsg,y=usg+vecgly)

4 (aﬂ(UC97VSQ)> . (bﬂ(useJrvce))
= sin sin
Lily Ly Ly

. (aW(X’Ce—y'59)> - (bW(X'56+y’Ce))
Sin sSin
L1 L2

4
So, , /’  —
R

The form of the wavefunction in the primed coordinates is of course more complicated
because the box is not aligned with the primed coordinate axes.
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Passive Coordinate Transformations (cont.)

Next, let’s use the relationship between basis elements to obtain the matrix elements

of the new operators X', Y', P/, and Py’, again along the lines of what we did in the

previous example. Because of the defining relationship in Equation 12.1,

(a/10"]a}) = (a1 |Olq2 ), we may write

"=w)=Kx=u,y=v|XIx=w,y=wv)
=u16(u1 — ) 8(vi — )

= X XX, y0 ) = X80 = x3)8(yi = v2)

(x"'=u,y' =wvi|X'|x" =,y

Analogously, we have

<X1/7Y1, |Y/\X2,7}’2,> = }’1,5(X1/ - X2/)5(Y1, - )’2/)

. d

<X1/’)’1/ |P></\X2/»)’2/> =—ih dn! 5(X1/ - le) 5(}’1/ - }’2/)
X1
. d

<X1,7,V1, |Py/\X2,7Y2,> =1 h*, 5(X1/ - X2/)5()’1, - )’2/)

dy

You will notice that these kinds of relations are always the same for any coordinate
transformation. That is the whole idea of Equation 12.1: we want the action of the
primed operators in the primed basis to be the same as the action of the unprimed

operators in the unprimed basis.
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Passive Coordinate Transformations (cont.)

Let’s next use the matrix elements to obtain an explicit relationship between the
primed and unprimed operators. For X', we have

x=u,y=wv|X|x=u,y=w)
= (x"=uwmcy+visg,y = —u1sg + vicg |[X'|x" = acy + vasg,y’ = —usg + vacy)
= (u2cp + v250)
X (x" = e+ visg,y’ = —u1sg + vicg [x' = urco + vasg,y' = —upsg + vacy )
=(mecg+wsy)(x=u,y=vi|lx=wm,y=w)
=x=u,y=wvi|(Xcog+ Ysp)|x=u,y=wv)
= (anlX'be,y2) = (a,y | (Xco+ Yse) |x2,2)
= X'=Xcog+Ysp
Similarly, Y'=—-Xsg+ Y P = Pyco + Py sg PJ = —Pxsp+ Pycy

For P/ and P/, one establishes the above relations by taking matrix elements in the
momentum basis rather than the position bsis because these operators are diagonal in
the momentum basis but not in the position basis. One can of course establish
relationships between primed and unprimed momentum basis elements as we have
done for position basis elements.

Section 12.1 Symmetries: Passive Coordinate Transformations Page 635



Passive Coordinate Transformations (cont.)

Finally, let's rewrite the original Hamiltonian in terms of the primed operators as we
did for the previous example:

P2 + p2
H=2_"Y41Vv(X,Y)
2m

Plcy — Plsy)? p! P’cy)?
_ ( x €0 y59) 2+( xS0 + ng) +V(X/C9— Y/SQ,X/59+Y/C0)
m

_ PP+ [P

m +V(X’C@—Y,59,X/59+Y/C9)

The kinetic term remains simple in the new coordinate system, but the potential term
becomes complicated, which is expected because the box is not aligned with the
primed axes.
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Generators for Continuous Coordinate Transformations

General Properties of Continuous Passive Coordinate Transformations

Consider a passive coordinate transformation that can be parameterized by and
differentiated with respect to a continuous variable &, Tp = Tp(g). This might be the
translation vector for a translation, the rotation angle for a rotation (such as in the
example we just did), etc. Are there any interesting properties of such transformations
that arise from this additional differentiability property?

The first point we may make is that the infinitesimal version of such a transformation
(that is, Tp(e) for ¢ — 0) may always be written in the form

Tp(g):/—iiisc

where G is some operator to be determined. This property arises simply because
Tp(e) — I as € — 0. The choice of the — £ coefficient is of course motivated by prior
knowledge of what will happen below, but is completely general.
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Generators for Continuous Coordinate Transformations (cont.)

What may we say about G? Let’s investigate the consequences of the unltarlty of
Tp(e). To do this, we need to know what T Ye)is. Itis Ty ey = I + + & G, which
we can prove by applying it to Tp(e):

To ' (e) Tr(e) = </+ %SG) (/ - ’%aG) =1+0(?) =

where we drop O(e?) terms because we are assuming ¢ is infinitesimal. From the
above, we can see that G must be Hermitian:

ThE) = Tp ' (e)
Htylegt=itlee
+h +h5
Gt=¢
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Generators for Continuous Coordinate Transformations (cont.)

With some knowledge of the properties of G, we may construct the full transformation
for arbitary € by taking an infinite product of infinitesimal transformations:

ro@) = Jim_[7o (5)]" = jim_[1- L 5 6]" =ew(~126)

where ¢/N is infinitesimal as N — co. We have used a generic property of the
exponential function in the last step, one that can be verified to be equivalent to the
standard Taylor expansion via inductive proof. That G is Hermitian is now not
surprising, as we know from previous work that e is unitary if A is Hermitian. The
above formula leads us to an explicit formula for G:

T5(e) {ih% TP({;‘):| =Ty (e) Tr(e) G =G

That is, G can be obtained by differentiating Tp(e). Due to the relation between G
and Tp(e), G is called the generator of the passive coordinate transformation Tp(e).
Because G is Hermitian, G is allowed to be an observable, a property that will be
interesting for symmetry transformations.
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Generators for Continuous Coordinate Transformations (cont.)

We note that the explicit form for Tp(e) for continuous transformations lets us write
down a more explicit form for how position-basis elements, states, and operators
transform:

lg’) =exp (—%eG) lg)

O’ =exp (—;EEG) O exp (LFLEG)

That is, rather than specifying Tp(¢) by the mapping from unprimed to primed basis
elements, we can now specify it simply by the action of G.

The effect of the transformation Tp(e) with generator G may be particularly simply
written in terms of the eigenstates of G. Consider first the action of the

transformation on an eigenstate |g ) of G:

i i

lg/)=e n=Clg)=e"nE|g)

That is, the eigenstates of G transform very simply under Tp(g): they retain the same
direction in Hilbert space, picking up only a unity-modulus factor.
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Generators for Continuous Coordinate Transformations (cont.)

The above suggests that the transformation of the {|g )}-basis wavefunction of the
state is trivial. This wavefunction is 9g(g) = (g |1 ). Then we have

Yer(g') = (g Iv) = (glehClp) = e <8 (g|h) = et °8 ¢y (g)

Note the sign in the argument of the expoential, which arises because we have (g’ |
not |g’) in the expression. Our result shows that the {|g )}-basis wavefunction simply
picks up a g-dependent unity-modulus factor. Of course, the g dependence of that
factor is what results in interesting behavior. But, clearly, things are much simplified
in this form.

Finally, the above encourages us to look at the transformation of O in the {|g)}
basis. That is:

(8110"1&2) = (g1le 7 °C0er“C|gp) =e 7 °&78) (g |0|g)

Again, we get a very simple relation between the matrix elements of O’ and those of
O in the {|g)} basis. (Note that the above is different from the transformed operator
defining relation, Equation 12.1, which here takes the form (g |0’|g) ) = (g1|0lg2).)
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Generators for Continuous Coordinate Transformations (cont.)

Explicitly Determining the Generator

The above is very nice, but how do you figure out what the generator is, explicitly?
We have not found an explicit form for the transformation operators, so we cannot
just Taylor expand it to find the generator. The answer is that we must Taylor expand

the transformed wavefunction.

Let's begin by Taylor-expanding the transformation operator:
vr(a' = u)=(q' = uly) =(g=ul|Ti¥)

~<q:u|(/+%ec)w>

= (g=ulv)+ 1 <(a=ulGl¥)

where we have done the usual substitution trick to avoid confusion and where the =~
sign is used because we have considered an infinitesimal transformation by parameter

value €.
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Generators for Continuous Coordinate Transformations (cont.)

Let's move things around:

—e(q=ulGlY)=(q' =ulp)—(a=uly)=[(¢' =u|—(a=ul] [¥)

We know that, for any transformation, there is an equality relationship between the
{lq’)} basis and the {|q)} basis that will allow us to rewrite |’ = u) in terms of
{lq)} basis elements. Let's write this as |q’ = u) =|q = q(q’ = u,€)) where ¢
indicates the value of the transformation parameter that determines the relationship
between g and q’. So we have

—e{qg=ulGlp) = [(g=q(q' =u)| —(g=ul] )
=vq(q=a(q’ = u,e)) — Yq(q = u)

That is, we have now written everything on the right side in terms of the {|q)}-basis
wavefunction.
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Generators for Continuous Coordinate Transformations (cont.)

Finally, because we are considering an infinitesimal transformation, we may calculate
the right side by Taylor expansion in € near ¢ = 0. Note that € = 0 corresponds to
g = q’, so we will be able to evaluate the derivatives at g = q/ = v and e = 0. We
have

g
aq

9q

i
pela=ulGlw)~e 58|

q=q'=u
e=0

where the derivatives in the last expression are schematic — there may be more than
one coordinate, so one has to generalize appropriately to multiple coordinates.
Regardless, one see that one can obtain the action of G on an arbitrary state,
projected onto the {|g)} basis, which should let us determine explicitly what G is.
We'll see this work in examples.
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Generators for Continuous Coordinate Transformations (cont.)

Example 12.3: Generator for the Passive Rotation Transformation

Recall from Example 12.2 that the position-basis wavefunctions of the untransformed
state in the {|g)} and {|g’ )} bases are:

4  famx\ . (bmy
sin Sin
Ll Ly Lo
4  fam(x'co—y'sy . (b (x'sg+y'co
wab,q’(xl’}’/):<Xl:yl‘¢ab>: ———sin ( )>S|n ( )
L1l Ly L,

Let's calculate the above Taylor expansion. First, let's recall that

wab(va) = <X7y W)ab> =

x(x',y"Y=x"cog—y'sg y(x',y"Y=x"sg +y'co

Taking the derivatives and allowing 6 to be infinitesimal gives

Ix dy
2 Ix=x/=u T TV A0 Ix=x'=y U
00 X=X ,= 00 X=x,Z
y=y'=v y=y'=v
6=0 6=0
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Generators for Continuous Coordinate Transformations (cont.)

So, our expression becomes

i 81/Jabq Ox awabq dy
Loix=uy=v|Gw) =0 222 el Y Ba L1 A
be=uy=vicl) Bx |x=u 90 |x=x=u By |x=u 80 |=x =u
y=v y=y =v y=v y=y =v
6=0 6=0
o o
=0 (*}’a +X@> Pab,q(x,¥) e
y=v
;
=—-0x=uy=v|(XP, =Y P)|tap)

h
where we used

.. 0 0
in wab,q(X:Y):<X7Y‘Px|wab> ih wab,q(Xa}/):<X7Y|Py|wab>
Ox dy

So we have G = X P, — Y Py. This expression should be familiar: straightforward
replacement of classical x, y, px, py in Iz = x p, — y px with the corresponding
quantum mechanical operators yields L; = X P, — Y Px. Hence, G = L;, the z-axis

angular momentum operator, and we see that L, generates rotations about the z axis,

T(0) = exp (—hi 0 LZ>.
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Active Coordinate Transformations

Active Coordinate Transformations

We have defined passive coordinate transformations as a simple relabeling of space.
However, one could have viewed the transformation as a movement of all the particles
and potentials in the problem relative to the original axes. This is called an active
transformation. In contrast to the passive transformation case, we transform the
states and the Hamiltonian also. We call the new state 1)’ ) = Tx |¢)) where Ty is
the operator that maps from the old states to the new states (the active
transformation operator).

That said, we will need a way to define explicitly what we mean by the above. The
natural way to do that is to consider a set of transformed axes {q’} with
corresponding new position and momentum basis elements {|q’)} and {|pg )}, and to
define the transformation in terms of its action on the basis elements in the same way
as we did for passive transformations,

P01
e'%lq") = Talq)
where @ is again real, and the prefactor exists for the same reasons discussed in
connection to passive transformations. We shall take § = 0 in general. Though the

definition has the same form, there is indeed a distinction between passive and active
transformation operators that we will explain shortly.

Section 12.3 Symmetries: Active Coordinate Transformations Page 648



Active Coordinate Transformations (cont.)

The unitarity of T4 follows by an argument similar to that used for Tp. Since we are

just moving the system relative to the underlying space, the dimensionality of the new
basis must be the same as that of the old basis; that is, the mapping is one-to-one, or
invertible. Assuming the new basis elements are normalized in the same way as the old
ones, the transformation also preserves inner products between basis elements because
there are no coefficients in front. Therefore, it preserves all inner products, and hence
is unitary, TAT = TA_I.

The unitarity of T4 then lets us see in a more intuitive way how the state transforms.
The transformed state satisfies

(@' 10" =(q| TATal) = (q| Ty ' Taly) = (ql)

That is, the projection of the transformed state onto the transformed basis elements is
the same as the projection of the untransformed state onto the untransformed basis
elements. Since this projection is the position-basis wavefunction, what we are saying
is that the position-basis wavefunction for the transformed state depends on the new
(primed) coordinate axes in the same way as the position-basis wavefunction for the
untransformed state depended on the old (unprimed) coordinate axes.
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Active Coordinate Transformations (cont.)

The definition of transformed operators follows in the same way as it did for the
passive transformation: because we have new coordinate axes and new (position- and
momentum-) basis elements, we want to define new operators that act on the
transformed basis elements in the same way as the old operators acted on the
untransformed basis elements:

(0 1Qlaz) = (q11Q1q2) (12.2)

By the definition of the transformation operator’s action on basis elements,
lg’) = Talq), we also have (g |Q’|qy ) = (a1 |T;r‘ Q'Talg2). Combining the two
statements gives

(@1Qla2) = (a1 TA Q' Tala2)

Since this relation holds for all |g1) and |g2 ), it therefore holds that
o T _ —1
QI=TaQT,=TaQT,

The above proof carries through for any operator, including the {Pg}, and thus we
now have a means to transform the operators. Notice how the formula is identical to
the one we calculated for the passive transformation case; the distinction between
active and passive transformations will be explained below. Again, if there is any
confusion, one only needs to write the above in terms of matrix elements.
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Active Coordinate Transformations (cont.)

In contrast to the passive transformation case, we will transform H to H’ because we
want to move the particles and potentials. Unitarity assures us that the transformed
Hamiltonian’s eigenstates are the transformed eigenstates of the untransformed
Hamiltonian. That is, if |¢)g ) is an eigenstate of H with eigenvalue E, then we have

H' (Talve)) = (TAH T):) (TalYe)) = TaH [Ye) = TaAE [Ye) = E(Talye))
For continuous transformations, we may write the transformation operator in terms of

generators. Recall that we were able to write the action of the transformation operator
on the basis elements and operators as

= _i r_ _1 I
lq )_exp( hz—:G>|q) (0] exp( hz—:G)Oexp(ﬁsG)

The above forms continue to hold for active transformations, though, as we will see,
one may not assume that the sign of € will be the same for passive and active
transformations. In addition, we may now also write
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Active Coordinate Transformations (cont.)

The next obvious question to ask is: are the untransformed eigenstates of the
untransformed Hamiltonian, the {|¢g )}, also eigenstates of the transformed
Hamiltonian, and are the eigenstates of the transformed Hamiltonian, the

{l¥L) = Tale )}, also eigenstates of the untransformed Hamiltonian? The answer to
both questions is, in general, no:

Hlpt)=HTalpe)  H'lye)=HTjwL) (12.3)

We see that we need [H, Ta] = 0 in order for the above to simplify in the necessary
fashion for |1/ L ) to be an eigenstate of H and for |1)c ) to be an eigenstate of H'. We
shall discuss later symmetry transformations, which do satisfy the above commutation
property and for which the answer to the above questions is “yes”.
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Active Coordinate Transformations (cont.)

Relation between Passive and Active Transformations

It is clear that passive and active transformations are very much alike. Why make any
distinction at all? What is the distinction?

In the passive case, we define a new set of coordinate axes and corresponding basis
elements, leave the states and Hamiltonian unchanged (i.e., leave the particles and
potentials fixed relative to the old coordinate axes), and ask what the position-basis
wavefunctions looks like in terms of the new coordinate axes and what the
Hamiltonian looks like in terms of the new operators. That is, we are interested in

(q’ |¢) and H(Q’,Pq/).

In the active case, we define a new set of coordinate axes and corresponding basis
elements and transform the states and Hamiltonians along with the basis elements,
and then we will ask what the new position-basis wavefunction looks like in terms of
the old coordinate axes and what the Hamiltonian looks like in terms of the old
operators. That is, we will be interested in (q|¢’) and H'(Q, Pq).

Before writing any formulae, let’s first think conceptually about what the difference is,
with our example of a coordinate system rotation for a particle in a 2d box in mind,
Example 12.2.
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Active Coordinate Transformations (cont.)

For the passive transformation, we rotate the axes CCW by an angle  and leave the
box and state in place. We calculate the position-basis wavefunction in terms of the
new coordinates and the Hamiltonian in terms of the new operators. The
wavefunction and Hamiltonian look ugly because the box is at an angle —6 with
respect to the new coordinates.

For the active transformation, we rotate the axes and the box and state CCW by an
angle 6. We will see that the new wavefunction in terms of the old coordinates and
the Hamiltonian in terms of the old operators are ugly because the box and
wavefunction are rotated by an angle +6 relative to the old coordinate axes.

We see that there is a sign flip of the transformation parameter involved because the
box is at an angle —0 relative to the new coordinate axes for the passive
transformation while the box is at an angle +6 relative to the old coordinate axes for
the active transformation. This is in general what happens, that the passive and active
transformations are related by a sign flip of the transformation parameter. Effectively,
Tp=Ty and Ta=T5"

For discrete transformations like the mirror transformation in Example 12.1, the
distinction vanishes because doing the transformation twice returns one to the original
situation, so T,% =/ and Tf‘ = [. Since the transformation is its own inverse,

Tp'=Tpand T, ' = T, and thus our relation Tp = T, * yields Tp = Ta. In cases
of discrete transformations where T’% # | or Tﬁ # 1, there will be a distinction and one
will require Tp = T;l in order for the two transformations to yield the same effects.
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Active Coordinate Transformations (cont.)

Now, let's write generic formulae that state the above:

Passive: vg/(q') =(q' ) = (q|T}[v)
H:H(Q,Pq):H(T;Q’TP,TEP;TP)

Active: 9g(q) = (qlv’) = (q|Talv)
H’:TAHTj‘:H(Q’,Pq’):H(TAQTAT,TAPqu)

where we use H to indicate the classical Hamiltonian function, now treated as a
function whose arguments can be operators; introducing H is necessary in order to be
completely clear about what we mean. We immediately see that the old wavefunction
in the new basis, (g’ |1 ), and the new wavefunction in the old basis, (q|¢'), are the
same function of their arguments if and only if T; = T4, which is equivalent to

TFTI = T, the condition we stated above. Similarly, the untransformed Hamiltonian
is a function of the new operators in the same way that the transformed Hamiltonian
is a function of the old operators if and only if the same condition is met, T = Ta.

An important implication of the above is that, if one focuses on the case T;, = Ty for
the above reason, then the transformed operators will not be the same in the two
cases, but will only have the same form when Tp = Tj4.
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Active Coordinate Transformations (cont.)

For continuous transformations, which can be written as complex exponentials of
generators, our explicit forms are:

Tp(e) = exp (—}%z—: G) Ta(e) = exp (ée G)

where we define the sign of € be positive when the new axes are “to positive ¢” of the
old axes. For rotations, positive £ thus corresponds to the new axes being CCW from
the old ones, as one would expect. For translation, positive ¢ corresponds to the origin
displaced to a positive value in the particular coordinate for which the translation is
being considered.

For such continuous transformations, the expressions given on the previous page for
the transformation of the wavefunction can be simplified if the {|g )} basis is used:

Passive: 4,/(g') = (g' ) = (g| e =C ) = e% “8 (g|3h) = ¥ =& y(g)
Active: ¥(g) = (g|') = (g|ef“C i) = en “E (g|)) = eF “& 1 (g)
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Active Coordinate Transformations

Example 12.4: Active Mirror Transformation of a Particle in a Two-Dimensional
Box

Let's consider the active-transformation version of Example 12.1. The active version
corresponds to inverting the box through the line x = y, putting the L; dimension
along the y axis and the L, dimension along x.

We define a new coordinate system by x’ =y and y’ = x in the same way as for the
passive transformation. We have the transformed basis {|x’,y’) = Ta|x,y )} (we
drop the unity-modulus factor again), transformed operators {Q’ = T4 Q T);} and
{P; = TaPq TZ} and the transformed eigenstate |4/, ) = Ta|w.s). As we noted
earlier in our general discussion, the action of T, on basis elements and operators is
identical to that of the corresponding Tp operator.
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Active Coordinate Transformations (cont.)

Let's study the various wavefunctions we get out of these transformations. Remember
first that, because of the unitarity of T4, the projection of the transformed state onto
the transformed basis is equal to the projection of the untransformed state onto the
corresponding untransformed basis element:

<X/:uryl:V‘wa/b>:<X:u7y:V‘T,Z TA‘¢ab>:<X:u7y:V|wab>

Note that the basis elements on the left and right side are related by

[x"=u,y' =v)=Talx =u,y = v), not by an equality! Another way of saying this
is that we are not projecting onto |[x = u,y = v) =[x’ = v,y = u) on the left side
of the equation.

Let's go through all the same things we did for the passive transformation example,

starting with the wavefunction. The transformed basis elements {|x’,y ')} are no
different from those we found in the passive transformation case, so we still have

4  famx\ . (brwy
¢ab,q(X7Y)—\/ZSIn( L )sm( L )

4 . [(brx' . famy’
b= [ o () n (222
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Active Coordinate Transformations (cont.)

The new twist is that we have the new state [1)/, ) that is defined by
(x'=uy ' =v[Yl)=(x=uy=v|). We may immediately write

w;b,q’(xl = va/ = V) = wab(X =u,

or, wa/b,q/(xlvy/) =

The functional dependence of v/, 40 On (x',y’) is the same as that of 1,5 4 on

(x,y), as we have stated in our general discussion. Note of course that
»ly q,(x’,y’) # Yabq'(x’,y") because |1 ) is a different state than |¢) and hence

their projections onto the same {|x’,y’)} basis are different.
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Active Coordinate Transformations (cont.)
Let's look at the last thing to consider, ., = (x=uy=vyp'):

(x=uy=vy)=("=vy =ulpy)

4 (aﬂ’v) . (bﬂu)
= sin sin
LiLp Ly Ly
4 . (brx\ . (amy
= Vo) = \ Lilo Sm( Ly ) sm( Ly )

Thus, we see a relationship between the active and passive transformations:

4 brx' '
Passive: thyp q/(x',y') = \/Isin( :; ) sin (azly )
4 b

We thus have that the functional dependence of the transformed-basis wavefunction

of the untransformed state 1., o/ on the transformed coordinates is the same as that
of the untransformed-basis wavefunction on the untransformed coordinates v
This is a surprising and unusual result, though one for which there is a good reason.
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Active Coordinate Transformations (cont.)

The above wavefunctions are the two projections (x = u,y = v [/, ) and

(x" =u,y’ = v|tap). (We again use the dummy variables (u, v) to avoid confusion
about what arguments we need to consider.) In general, they are not related to each
other because they may be written as

(x=uy=vd,)=(x=uy=v|Talta)
=y = vlda) = (x=uy = v|Tiva) = (= uy = v|Tva)
However, in this specific case of a mirror transformation, they are related because
TA? = [ and thus TQ‘L =Ta=Tp= T);. As we noted in our general discussion, the

generic result will be that the above kind of relation holds when the passive and active
transformations are related by Tp = T); = TA_l.
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Active Coordinate Transformations (cont.)

Recall that the passively and actively transformed operators will in general be equal
when Tp = T4, but in this case they will also be equal when Tp = TA_I because

Tﬁ = /. That is, we have

TpOT; = TAOTZ in general
t
TPOT; = TXIO (T;l) = TI‘OTA for this particular case
In particular, the relation between transformed and untransformed operators will not

depend on whether we consider Tp = T or Tp = T;lz we always get X' =Y,
Y'=X, P/ =P, and P/ = Px.
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Active Coordinate Transformations (cont.)

Let's now consider the Hamiltonian operator. We have from before

P2+ [P)]?
H(@' ey = DB ]2m[ Ly verxoy

For the active transformation, we have

_ PP

+ V(Y, X)
2m

H'(Q, Pg)

(Note: when we write H as a function of Q' and Pq’, we intend “take H(Q, Pq) and
use the relationships between Q, Pq and Q’, P, to substitute for Q and P,;" we do
not mean “replace Q, Pq in H with Q’, P, directly.” The same kind of statement
holds for writing H' as a function of Q and P4. However, when we write V, we do
mean to treat it as a simple function of its arguments.) We see that the dependence
of the untransformed Hamiltonian and the transformed operators is the same as that
of the transformed Hamiltonian on the untransformed operators. This is again a
special case resulting from the fact Tg =1/ and Tf‘ = /. In general, the above
functional dependences will not be the same and one will have to require instead

Tp = T;l in order for them to match up.
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Active Coordinate Transformations (cont.)

One last comment on eigenstates. We know from our general discussion that

[¢2,) = Taltbap ) is an eigenstate of H' with energy

Eap = W272 (a?/12 + b2/L2) /2 m. It is fairly obvious that [, ) is not an eigenstate
of H’ and |1/, ) is not an eigenstate of H because the functional dependences of the
corresponding wavefunctions on the coordinates do not match up with the potential in
the corresponding Hamiltonian. So, though .5 ;/(x’,y’) may depend on its
arguments in the same way that wa’byq(x,y) depends on its arguments, these are not
somehow the same state. They are different states simply because [¢ap) # |1, ) no
matter what basis one projects them on to, and of course one can only test equality
between two states by projecting them onto the same basis. We can see from the
work above that (x,y |1}, ) # (x,y [ap) and (x",y " [¢],) # (x", ¥y [Wap).
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Active Coordinate Transformations (cont.)

Example 12.5: Active Rotation Transformation of a Particle in a
Two-Dimensional Box

Now, let's go through the same rigamarole for the active rotation transformation of
the particle in a box. We'll go pretty quickly since we have a lot of experience in doing
these transformations by now.

Let’s write down the four possible wavefunctions:

4 . famx\ . [(bw
¢ab,q(XaY):<X7}’Wab>: LL sm( L )sm( L2y)

4 . [(am(x'cog—y's . br(x'sg +y'c
wab,q’(x/’y/):<Xl7y/‘¢ab>: sin ( 0 4 9) sin ( 0 Y 9)
Ll Ly Ly
4 | [am(xcg+ysg)\ . [(bm(—xse+yco)
‘/’a/b,q(X:Y) = (x,y W’a/b> = Ll sin ( L sin L
4 . (amx'\ . [(bny’
walb,q/(xl,y’):<x’,y"¢a’b>: L sm( L )sm( L )
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Active Coordinate Transformations (cont.)

Let's explicitly derive the third one because it is the only interesting one we have not
dealt with before:

"ﬂ/)a/b,q(xz uy = V) = <X: u,y = V|¢;a/b>
=(x"=ucp+vsp,y' =—usg+vecy|vl)

=ty q(x" =uco+vspy' =—usy+vey)

4 (an(uce+v59)) . <b7r(—u5g+vc€))
= sin sin
LiL, Ly Ly

where the equality in the first line between untransformed and transformed basis
elements is the same equality we justified in Example 12.2.

Going back to the four wavefunctions, we clearly see that the dependence of the
untransformed wavefunction on the transformed coordinates, 1., q/(x’,y’), is the
same as that of the transformed wavefunction on the untransformed coordinates,
wa’b,q(x,y), if and only if we take the angle for the latter active transformation to be
the opposite of the angle for the former passive transformation. That is, as we said for
the general case, we require Tp = TA_1 in order to get these functional dependences
to match up.
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Active Coordinate Transformations (cont.)

As we noted earlier, when we take Tp = T4, the transformed operators are the same
regardless of whether the transformation is active of passive. We remind you that
these relations are

X/:XC9+Y59 PXI_
Y/:—X59+YC9 Py/

Py cy + Py Sp
— Py sp + Py Co

Of course, if we want the wavefunction functional dependences to match up, then the
passively and actively transformed operators will not be equal because they will have
different signs on 6.
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Active Coordinate Transformations (cont.)

Let’s look at the relation between the untransformed and transformed Hamiltonians:

_PP+IRP

H(Q, Pq) + V(X,Y)
2m
PP+ [P’
H(Q’,Pq’):i[ ]2 [F/] +V (X'co—Y's9,X'sp+Y'cy)
m
P2 +[P,]?
A(@ Py = PP v ey v sy, x4 v )
m
P’2+ p! 2
H(Q’,Pq’):i[ il +Vv (X', Y
2m

We have obtained H'(Q',Py) by H' = TAHT/;';, which we calculate by inserting

TAT T, between every power of untransformed operators and thus transforming them.
The result should be intuitively clear, though, because it just consists of replacing
every operator O in H with its transformed version O’. We see that the functional
dependence of H on X’ and Y’ only matches up with the functional dependence of
H’ on X and Y when the sign of 6 for the active and passive trasnformations are
opposite, as we expect from our general discussion.
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Active Coordinate Transformations (cont.)

Passive and Active Transformations Use the Same Operator

Note that we now no longer need to distinguish between active and passive
transformations at an operator level, as we saw that they act on the bases in the same
way. The distinction between passive and active transformations is more a matter of
which things one looks at: in the passive case, one cares about writing the
untransformed state in terms of the transformed basis elements and the untransformed
Hamiltonian in terms of the transformed operators; in the active case, one focused on
writing the transformed state in terms of the untransformed basis elements and the
transformed Hamiltonian in terms of the untransformed operators. When one
compares the two, one sees that the passive and active transformations corresponding
to a given transformation operator T do different things. But this is a matter of
interpretation, not a matter of a distinction between passive and active
transformations at an operator level.
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Symmetry Transformations

Definition
A coordinate transformation T is a symmetry transformation of a Hamiltonian H if it
satisfies any of the three following equivalent statements

H =THT =H = TH=HT — [T,H =0 (12.4)

That is, a symmetry transformation is a coordinate transformation that commutes
with the Hamiltonian. In practice, one must write H and H' in terms of the same
operators in order to demonstrate the equality. That is, given

H(Qv'Dq)ZH(Qqu) H/(lepql):H(lepql)
HQ',P))=H(Q=TIQ'T,P,=T'P/T)
H'(Q,Pq) =H(Q'=TQT', P/ =T P,TT)

where H(q, pq) is the classical Hamiltonian function, one needs to demonstrate one of
the equalities

H'(Q,Pg) = H(Q,Pq)  H(Q',Py)=H'(Q',Pj)

This is the active transformation method for showing a coordinate transformation is
a symmetry transformation.
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Symmetry Transformations (cont.)

There is also a passive transformation method. If and only if the above equalities hold,
we then have

H(Q', Py) = H'(Q', Pg) =H(Q', Py)

We also have H(Q, Pq) = H(Q, Pg). So, if H depends on Q’, Pq’ in the same way as
it depends on Q, Pg, then T is a symmetry transformation. This is the passive
transformation method for showing a coordinate transformation is a symmetry
transformation.

Since each set of eigenstates forms a complete basis, it must therefore hold that the
eigenstates of H and H’ are the same. More generally, we can conclude

(WIH' 1Y) = @|Hlp) =" [H[v")

Moreover, eigenstates of H must be eigenstates of T and vice versa — the two
operators are simultaneously diagonalizable. Not only are eigenstates of H unaffected
by the symmetry transformation up to a unity-modulus factor (the eigenvalue, which
must be unity modulus for unitary operators), but the eigenstates of T are therefore
also eigenstates of H. Therefore, if a system is put in an eigenstate of T at t =0, it
remains in that state for all time.
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Symmetry Transformations (cont.)

The above fact is a useful classification tool for eigenstates of H. It also sometimes
allows us to show that specific matrix elements of some operator between eigenstates
of H vanish without explicit calculation due to its properties under the T symmetry
transformation. When we get to perturbation theory later, this will be useful for
showing that some contributing perturbing matrix elements vanish.

We must remember one thing, though, about how far symmetry transformations go.
Though we have stated above that eigenstates of H and H’ are the same, we shall see
in examples that this does not necessarily mean that the position-basis wavefunctions
of the eigenstates will be unchanged by the transformation.
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Symmetry Transformations (cont.)

More explicitly: because of unitarity, we always have that the functional dependence
on the transformed coordinates of the position-basis wavefunction in the transformed
basis of a transformed eigenstate is the same as that of the position-basis
wavefunction in the untransformed basis of an untransformed eigenstate on the
untransformed coordinates,

Ve q(@ =u)=(q" =ulvg) =(qg=ule) =vEq(q=u)

However, it does not in general hold that the position-basis wavefunction in the
transformed basis of an untransformed eigenstate depends on the transformed
coordinates in the same way as the untransformed eigenstate's position-basis
wavefunction in the untransformed basis depends on the untransformed coordinates:

Veq(a' =u)=(q" =ulve) # (g =ulpe) =1eq(qg=u) in general
Similarly, it does not in general hold that the position-basis wavefunction in the
untransformed basis of a transformed eigenstate depends on the untransformed

coordinates in the same way as the transformed eigenstate’s position-basis
wavefunction in the transformed basis depends on the transformed coordinates:

Vhola=u)=(q=ulvl) # (a' = ulvl) =t o(q' = u) in general

So, we expect states to change their position-basis representations under symmetry
transformations, but for their energy eigenvalues to stay the same.
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Symmetry Transformations (cont.)

Continuous Symmetry Transformations

Suppose a continuous coordinate transformation T (g) is a symmetry transformation of
a Hamiltonian H. As we have shown before, one way of writing this is [T (¢), H] = 0.
Then, by considering the infinitesimal form of T(g), we conclude [G, H] = 0. This has
a number of important implications:

» The eigenstates of G are eigenstates of H and vice versa — the two operators
are simultaneously diagonalizable.

> Not only does T (&) commutes with the unitary time evolution operator, but so
does G: U=e7 Mt [G,U(t)] = 0.

» If the system is in an eigenstate |g ) of G at t = 0, it remains in that eigenstate
for all time.

» The expectation value of G in any state is conserved:
@()1G [¥(t)) = ((0)|UT (1) GU(t) [(0))
= (¥(0) |UT(t) U(t) G [¥(0)) = (¥(0) |G [4(0))

That is, in any way one can think of, the physical quantity associated with G is a
conserved quantity. And, as with commutativity of T and H, this provides ways of
classifying eigenstates of H and showing matrix elements of operators will vanish.
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Symmetry Transformations (cont.)

Example 12.6: Mirror Symmetry Transformation for a Particle in a Square Box

Consider our particle in a two-dimensional box, but now let the two sides of the box
be the same size, L3 = L, = L. Let’s first consider how H changes under the
transformations. The symmetry of the potential ensures that V(x,y) = V(y, x). We
have for the passively and actively transformed Hamiltonians

[P + [P))? _ PP [P

H:7+V(Y’,X’) +V(X’,Y')
2m 2m
P2+P2 =% 2+ p/ 2
H’_T<X B vy ) 1= B EEP ey
2m 2m
P2+P2 P2+P2
=L 24+ V(Y X)=""L4+V(X,Y)=H
2m 2m

where in the second step for H we used V(x,y) = V(y, x) and in the third step for
H'’ we used P] = Py, Py’ = Py, and the symmetry of V and in the fourth step we
used X’ = Y and Y’ = X. The passive transformation method is the demonstration
that H depends on X', Y’, P/, P/ in the same way that it depends on X, Y, Px, Py.
The equality of H’ and H when both are written as a function of X, Y, Px, P,
specifically demonstrates T H TT = H: this is the active transformation method. Both
of these equalities arise because now the potential V/(x, y) is unchanged under the
mirror transformation.
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Symmetry Transformations (cont.)

Let's also look at the wavefunctions of the eigenstates, which are:
i amx . bmy
sin <T) sin (T)
. (bﬂ'x’) . (aﬂ'y’
sin sin

L L
. <a7rx’) . (b'n‘y’)
sin sin

L L
i b7TX) . (aﬂ'y)
sin [ —— ) sin

L L

We see the point we noted above: the wavefunctions change under a symmetry
transformation, but they retain the same energy eigenvalue. For example,

Yap.q' (X', y") depends on its arguments in a different way than 1,5 4(x, y). However,
they are both position-basis projections of the same state |1, ), which is an
eigenstate of H and H'’ because the two are equal. Similarly, Q/Ja’byq(x,y) depends on
its arguments in a different way that v

wab,q(x’ }/) =

'Lpab,q/(Xl:yl) =

N—

’[l}a/b’q’(xlzyl) =

wa/b’q(x’ .y) =

NI NI~ =N

. /(x’,y’), but again they are both

ab,q

position-basis projections of the same state |wa’b ), which is an eigenstate of both H
and H’ because they are equal.
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Symmetry Transformations (cont.)

Example 12.7: Rotational Symmetry Transformation for a Particle in a Circular
Box

Consider the classical potential

0 Vx2+y?<R 0 p<R
V(ix,y) = <~ V(p)=
(X.y) { 00 /X2+y2ZR (P) 00 ,UZR

Let's first consider the effect of a rotation transformation by an angle # CCW on the
Hamiltonian.
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Symmetry Transformations (cont.)

This is pretty trivial: we know that, while the rotation transformation yields the
relations

X,:XCQ"FYSQ Y/—X59+YC9
Px, = PXC9+Py Sp Py/ = —Px S@-i-Png

it nevertheless holds that
[P?+ [P))* = [P + [P X+ [P = X+ [YP
Since H only depends on pg + pﬁ and x2 4 y2, it will therefore hold that

Active:  H'(X,Y, Py, P,) = H(X, Y, Py, P,)
Passive: H(X',Y' P/, Py') =H(X',Y', P/, Pyl)

both of which show that the rotation is a symmetry transformation of this
Hamiltonian.
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Symmetry Transformations (cont.)

Next, let's look at the effect of the rotation transformation on the wavefunctions. We
must first know what the form of the wavefunction is. The eigenvalue-eigenvector
equation in polar coordinates is

" [/ 82 10 1 82
[7ﬂ (372 to TR aTﬂ) + V(P)] Ya(p, #) = Eg(p; #)

The eigenvalue-eigenvector problem is separable when written in terms of polar
coordinates, 1q(p, ) = P(p)P(¢):

d? 1
P(p) + —

d? d 2m (E - V(p)) m?
dp? p dp

= P(p) — e P(p)=0

d? s
a2 D(¢) + m d(¢) =0

P(p) +

There will thus be solutions of the form g, ¢(p, #) = Pe m(p)Pm(e).
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Symmetry Transformations (cont.)

The ¢ differential equation is trivially solved, giving

efme m any integer

<I>m(‘ﬁ) =

1
V2w
where the quantization on m arises because of the boundary condition
(¢ + 27) = P(¢), which is required for ®(¢) to be a single-valued function of ¢. It
will not be necessary to solve the radial equation for our purposes here, so we will just
leave the radial solutions in the form Pg ,(p) where E designates the unspecified
quantized energies (quantized by the boundary conditions on the wavefunction at

p=0and p=R) and m is the ¢ quantum number, which sets the boundary
condition on P(p) at p = 0. Our eigenstates are thus of the form

1.
wEm,q(p: d)) = E elm¢PE,m(p)
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Symmetry Transformations (cont.)

Now, let’s consider the effect of a rotation transformation. Since we are working in
polar coordinates, the rotation transformation takes the form

p'=p o' =010

which corresponds to the x’ axis being an angle 6 CCW of the x axis, as we did in
Examples 12.2 and 12.5. This yields the following relations between basis elements:

lp'=u¢'=v)=Tlp=u¢=v)

lp'=u¢'=v)=lp=up=v+0)
\p':u,¢/:v—9>:|p:u,¢:v>
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Symmetry Transformations (cont.)

The various wavefunctions we usually consider will be

[y

d}nm,q(p: d)) = eim¢PE,m(p)

=
3

&2 1) P y(p) = €70 & P ()

wEm,q’(P/u‘z’/): \/ﬂ

=
3

: ’
Vemq (P’ 0") = '™ Pem(p')

=
3

i n(o— —ing_L i
1/1ém,q(ﬂa ®) = elnt@ G)PE,m(/’) =e neﬁ € m¢PE,m(P)

3

If it is unclear how we obtained the above, you may repeat the steps we did in the
various prior examples using the above relations between the position-basis elements in
the two bases. From the above, we thus see that a rotation transformation adds a
unity-modulus factor e¥/"? in front of the wavefunction. That factor of course can be
absorbed in the normalization, so in fact we see that the functional dependence of
YEm,q' (P’ #') on p’, ¢’ is the same as that of ¢em q(p, @) on p, ¢, which is unusual
and does not always happen to the wavefunction due to a symmetry transformation.
The same holds in the comparison of wémq/(l)/,d)/) to wém,q(Pv ?).
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Time Transformations

Time Translation vs. Coordinate Transformations

At a fundamental level, the time coordinate is different from the spatial coordinates in
non-relativistic classical and quantum mechanics. The main reason is that time is
considered a parameter: in classical mechanics, it is not a dynamical variable; in QM,
there is no observable operator associated with time. There is no momentum
(operator) conjugate to time with which to construct a Poisson bracket
(commutation) relation. Energy is, to some extent, the observable conjugate to time,
but it is only a rough correspondence between (t, H) and (X, P).

Another problematic issue is that the Schrédinger Equation tells us how time evolution
— i.e., time translation — should be done. We don’t have any freedom in defining the
time translation. Or, we could assume we could define time translations as we like,
but they would have no physical relevance. For example, it would be nonsense to
define a transformation

T(t)|a(t=0))=1q") = lq(t))

because we know that, even for an explicitly time-independent Hamiltonian, |g) is in
general not an eigenstate of H and so its time evolution is not a simple
time-dependent mapping to other position-basis elements in the space.
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Time Transformations (cont.)

That said, we can see that much of our formalism for coordinate transformations can
be carried over to time translations. Let's define time translation to be the standard
unitary time-evolution operator, but allowing for the fact that H may be
time-dependent and may not commute with itself at different times ([H(t), H(t’)] =0
is only guaranteed for t = t’). That is,

T = u(e) =7 [exp (-5 [ae"#(e) )| = im ﬁ oo |- () # (%)

(Equation 4.19) That is, there is a very specific transformation that provides time
translation: the only freedom is in the amount of time t. The form of the translation
depends on the particular Hamiltonian, unlike any of the coordinate transformations,
which can be applied to any system with any Hamiltonian. We know the above
transformation is unitary from previous work. We will write the transformation as

[W(t)) = [") = U(t) [4(t = 0))
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Time Transformations (cont.)

For an arbitrary operator, we take as a requirement

(Y1(t)|O(t) [2(t) ) = (41 10|17 ) = (¥1(t = 0) |Oo |4h2(t = 0))
e O(t) = 0/ = U(t) Op Ut (1)

where we define our untransformed operator to be Op to avoid confusion between Op
and O(t) (i.e., if we had taken our untransformed operator to be just O, as we did for
coordinate transformations, it would be unclear whether O refers to O(t) or

O(t = 0)). Of course, Oy = O(t = 0). In addition to the above relation between the
matrix elements of O(t) in the transformed basis and the matrix elements of Op in the
untransformed basis, we might be inclined to ask whether there is a relation between
the matrix elements of O(t) in the untransformed basis and the matrix elements of Og
in the transformed basis. As we frequently find, there is no such relation in general:

(1(£) |Ooltha(t) ) = (w1 (t = 0) |UT(t) Oo U(t)[¢h2(t = 0))
(¥1(t = 0) [O(t)[¢2(t = 0) ) = (1 (t = 0)|U(t) Oo UT(t)[¢ha(t = 0))

The expressions simplify and are equal if [Og, U(t)] = 0 for all t, which is equivalent
to [Og, H(t)] = 0 for all t. But, in that case, O(t) = Op and O is conserved.
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Time Transformations (cont.)

Even for a time-dependent Hamiltonian, it holds that the infinitesimal time evolution
operator that goes from t to t + dt is

U(t+dtt)=1-— éH(t)dt

If H is time-dependent, knowing that H is the generator is not particuarly helpful
because there is no fixed basis of eigenstates of H. So, at this point, let us specialize
to time-independent H. The time translation operator has an explicit form,

U(t)y=e nHt
As note above, the usual coordinate transformation formula, |¢’) = T|q) does not

hold because T|q) = e~ % "% |q(t = 0)) is in general not a position basis element.
The other two general relations do carry through:

1) = [u(t)) = ek HEp(e=0)) = e h HE[yp)
O(t)=0' =e #HtOer Ht
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Time Transformations (cont.)

As we did for coordinate transformations, we are led to consider the effect of the
transformation on the eigenstates of the generator:

|E(t)) = |E') = e #Ht|E) = e~ # Et|E)

We may also follow the example from coordinate transformations for transformation of
the generator-eigenbasis representation of an arbitrary state ¢ ). That is, consider the
transformation of an arbitrary state |1 ) when written in the {|E ) }-basis
representation. We denote this representation, (E |[¢(t)) = (E|¢'), by

e(E, t) = ¥L(E), and term it the “{|E )}-basis wavefunction” or “energy-basis
wavefunction” (it is not to be confused with our notation |¢g ) for the Hamiltonian
eigenstate with energy E). It is

(El(e)) = (Eyp’) = (Ele i Mt ) = e R EC(E|p) = e % Etghe(E)
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Time Transformations (cont.)

Consider the time transformation of matrix elements of the operators in the energy
eigenbasis:

(E1|O(t) |Ey) = (E1 |O|By) = (E1|e™# "t O e Mt By ) = emn (BB HE, |O|E,)
So, in spite of the imperfect analogy between the time-translation transformation and
coordinate transformations, we see that many of the general results for coordinate
transformations carry through for time translation.

As a final note, we state the obvious: the generator H commutes with the

Hamiltonian H, so the eigenstates of the Hamiltonian are eigenstates of the generator
and vice versa, and the generator H is conserved in all the usual ways.
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Time Transformations (cont.)

Time Reversal Transformation
The other analogy between time and coordinate transformations that we should
consider is the temporal equivalent of a parity transformation, the time reversal

transformation. As with translations, there are some subtleties that arise. One might
think that the right rule for the transformation would be

Me|ip(2)) = [P(=1))
Let's see what time evolution equations [¢)(—t)) satisfies. To avoid confusion, define

|¢p(t) ) = |¥(—t)) and work on it, changing variables to t’ = —t and then back to t
to make the manipulations clearer:

. d ., d . d ., d ’
i g 9(0) = 1A 2 W(=0) = iR s (=) = ~ih s B(e)

= —H(t")[¢(t")) = —H(=t) [Y(=t)) = —H(=t)|4(t))
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Time Transformations (cont.)

So, |¢(t)) = |¢(—t)) satisfies the Schrédinger Equation with a Hamiltonian that is
the negative of the time reverse of the Hamiltonian for which |¢)(t)) satisfies the
Schrédinger Equation. This is clearly not useful if we consider an eigenstate of a
time-independent H: if |[{(t)) = |E(t)) is an eigenstate of H with energy E, then
[¢p(—t)) is an eigenstate of —H with energy —E!

If we look at the Schrodinger Equation in the position basis, we are led to a slightly
different definition of the operation of the parity operator. Suppose that |¢(t)) is a
solution of the Schrodinger Equation with Hamiltonian H. Then the position-basis
Schrédinger Equation is

00 (s 2 ) i)

where we have shown H as a function of x and 7ihd% instead of X and P because
we are working in the position basis. Take the complex conjugate:

Sin S uilat) = H (x=in ) vix)
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Time Transformations (cont.)

Now, define ¢x(x, t) = ¥ (x, —t). Then we have
— hiqu(x,—t) = H* (X —/h d ) dx(x, —t)
dt
Change variables to t/ = —t:
. d " .. d
—i hm ox(x,t'y=H (X, —i h&’ —t') ox(x,t")
d . . d
h? ox(x,t'y=H (X, —i h&’ —t') Px(x,t")

So we see that ¢x(x, t) is the position-space representation of a state that satisfies the
Schrédinger Equation for the Hamiltonian that is the time-reversed, complex
conjugate of the original Hamiltonian. This is a much more reasonable result than
what we had before.
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Time Transformations (cont.)

So, we define
Melib(t)) = o(t)) with  ¢x(x, t) = P (x, —t) == (x|d(t)) = (P(-1t) [x)

The second part of the definition, (x [¢(t)) = (¢(—t) |x ), corrects what was wrong
with the first definition, which would have defined (x |¢(t)) = (x|¢(—t)). The
subtlety here is that, while complex conjugation is perfectly well defined for the
¥x(x, —t), it is not defined for a Hilbert space vector |1)(—t)), so we had to go
through the position-basis representation of the Schrodinger Equation to see that the
complex conjugation step was needed.

We see from the above that the condition for time reversal to be a symmetry of the
Hamiltonian is for H = H*; if this happens, then the Schrédinger Equation that
|¢(t)) satisfies in the position basis is the same as the one that |¢(t)) satisfies.

It would be nice to be able to write this last statement (and, in general, transformation

rules for operators under ;) in a form similar to what we did for the spatial parity
transformation, but the lack of a direct ket-to-ket mapping makes this difficult.
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The Relation between Classical and Quantum Transformations

Canonical Transformations and Continuous Coordinate Transformations:
General Relations

In classical mechanics, a canonical transformation is one that preserves Hamilton's
equations. Consider a system described by a classical Hamiltonian H(q, pq) and for
which Hamilton's equations in q and pq are satisfied

dpq  OH dq OH

dt ~  9q dt Opq

Consider the contact transformation defined by

’

q' =q'(a(t), pa(t),t)  pg = py(a(t), pe(t),t)
(It is called a contact transformation for historical reasons; simple coordinate

transformations are a special case in which g’ = q’(q(t), t) and are called point
transformations.)
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The Relation between Classical and Quantum Transformations (cont.)

This contact transformation is a canonical transformation if, when the Hamiltonian is
written in terms of the new coordinates and momenta, H = H(q’, p’), Hamilton’s
equations are satisfied in the new coordinates,

dep __on o _ om

dt aq’ dt  op/

One can show that a transformation is canonical if the Poisson brackets of the new
coordinates in terms of the old coordinates is equal to 1:

a/a/ 8’6/
{q/’pé}qypq:iﬁ,ﬁi:]_
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The Relation between Classical and Quantum Transformations (cont.)

The quantum analogue is Postulate 2, whose alternate version (see Section 6.5) is
[QPql=ih

If we carry the Poisson bracket over to a commutator in the standard fashion, the
classical requirement becomes

Q. Pll=ih

We do not need to explicitly write a Q,Py subscript because the only way to evaluate
the commutator is to rewrite it in terms of Q and Py. We thus see that the
requirement that a classical contact transformation be canonical is exactly analogous
to the requirement that Postulate 2 be satisfied by the transformed Q and Py
operators after a quantum mechanical coordinate transformation. We know that the
this requirement is satsfied by any unitary transformation:

[Q,P]=Q'P —P'Q =TQT TP, T - TP, TITQT'
=TQP,TH—TPQTI =T[Q,P) T =TinTt =i
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The Relation between Classical and Quantum Transformations (cont.)

Infinitesimal Classical and Quantum Transformations

An infinitesimal canonical transformation is of the form

oG oG
q' =q+dc — =q+0{q,Glqp,  Pq=Pq—3c—— = pg+0c{pqg, Gla.p,
op, dq

where G = G(q, pq) is some differentiable function of g and p, satisfying
2 2
9°G_ _— 097G The yse of the same function G in the two equations ensures the

2adps  Dpodq T T . .
transformation is canonical, as we can see by calculating the Poisson bracket:

dq’ Opq 9pq 0q’
{a’, Pc;}q,pq = o

2 2 2 2
(1+5a BG)(I—&E 6G)—<—55E) (58E)
39 Opq Opq 9q 0q? op?

G 96 >+§€2 __#6 PG P66
0q0pg  Opqdq 0q0pq Opq 8q ~ 0q* Op3

:1+66(
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The Relation between Classical and Quantum Transformations (cont.)

With our condition on G(q, pq), the coefficient of de vanishes. We neglect the term of
order (8¢)?, leaving

{a’, pq/}Qan =1
The infinitesimal transformation may be rewritten as
89 =q' —q=10c{q,G}q.p, 6pq = Pq — Pq = 6 {p, G}q.p,
Now, compare this to the transformation of an operator Q or Py by the infinitesimal

coordinate transformation generated by the quantum analogue of G, G(Q, P4). The
operator is

T(5a):l+}%686

We have changed the sign on de here for reasons that are more easily explained in
terms of particular examples, which we shall do below.

Section 12.6 Symmetries: The Relation between Classical and Quantum Transformations Page 701



The Relation between Classical and Quantum Transformations (cont.)

The infinitesimal transformation of an arbitrary operator O is
0’ = T(62) O T'(5¢) = (/ + }iiasc) 0 (/ - }iiasc) =0+ 5—; [0, G] + O(6€?)
1

1)

or 50:0’—0:%[0,6]
1

’ de ’ de
So, 6Q:QfQ:ﬁ_L[Q,G] JP:quPq:R[Pq,G]

We see there is a direct correspondence: the rules for coordinate transformations in
quantum mechanics directly correspond to the analogous rules in classical mechanics.
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The Relation between Classical and Quantum Transformations (cont.)

Here are a couple examples:

» Spatial translation

Section 12.6

The generator is G(q, pq) = pq or G(Q, Pg) = Pq. The classical and quantum
transformations are

dq = de{q, Pq}q,pq =de 6p = de{pq; Pq}qypq =0

de de
§Q = —[Q,Pq] = ¢ 0P = — [Pq,Pq] =0
ih ih

Now let us discuss the issue of the sign of de. First, consider the classical
coordinate transformation. If ¢ > 0, then we have increased the value of the
coordinate g by dz. This corresponds to a passive transformation in which we
move the origin to —q by a distance J¢, or to an active transformation in which
we move the particle to +q by a distance de.
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The Relation between Classical and Quantum Transformations (cont.)

Section 12.6

Now consider the quantum analogues. When we talked about a passive
translation by de, we defined that to be such that the origin moved by d¢ to +q,
resulting in @’ = Q — de /. For an active transformation, the the same result
holds, and it makes sense as follows. If we consider (¢ |Q’|¢ ), we are
considering the position of the untransformed state relative to the new axes.
Thus, we expect (¢ |Q'|¢) = (¢ |(Q — de 1) | ). If we consider the relation
between the expectation value of Q or Q' for the transformed and
untransformed states, then we have (¢ |Q|y’) = (¢ |Q|¢ ) + de. Hence,

(Q) — (Q) + de is completely consistent with Q" = Q — de | as well as with the
classical transformation g — g + d¢.

So, we see that we must employ the opposite sign in the transformation of the
operators as we do in the classical transformation in order to depict the same
physical situation.
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The Relation between Classical and Quantum Transformations (cont.)

» Time translation

Section 12.6

The generator is G(q, pq) = H(q, pq) or G(Q, Pq) = H(Q, Pq). The classical
transformations are

dq = de{q, H}%Pq dp =de {Pq:H}q,pq
If we take de = §t, we have

oq op
Fri oe{q, H}q,p i 6 {pq; H}q.pq

which are just Hamilton's equations. For the quantum case, we have
oe de
6Q:7[07H] 5Pq:*[Pq7H]
ih ih

Again, let de = Jt and also take expectation values. We thus have

(52) =5 @ (%) = 2 1pat)

and we thus recover Ehrenfest’s Theorem.

The issue with the sign of d¢ is identical to that for spatial translations.

Symmetries: The Relation between Classical and Quantum Transformations Page 705



The Relation between Classical and Quantum Transformations (cont.)

Finite Classical and Quantum Transformations
One can construct both classical and quantum transformations from the infinitesimal

transformations involving Poisson brackets or commutators. Since we are more
familiar with the quantum transformation, let's do that one first. The standard form is

O/ :e%eG067%SG
We may rewrite this as follows:

0'=0+ %[O,G]+%(%)2[[0,G],G]+”'

(You can check that this is correct by simply expanding it.)
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The Relation between Classical and Quantum Transformations (cont.)

We can see that classical transformations can be written in similar fashion. Our
general relation for some classical function O(q, pq) is

d
60 = 55{0: G}%Pq A dig O(q, Pq; 5) = {07 G}qua

This holds for any function O(q, pq;€), so apply it to dO/de:

d? d dO _{dO
de

o0 )= — —=¢—"7,G ={{0,G , G
(9, pq; €) o de de }q,pq 1 }Ya.pq }qﬁ,q

One can see that this formula extends to any order derivative, so we now know the full
Taylor expansion for O(q, pq) as a function of :

1
O(q, pgi€) = O(q, pgie =0) +{0, G}q,p, + Pl £ {{0, G}g,p5, G}y,

. . . . . 1
So, again, we have direct correspondence with the substitution { ,} — [, |.
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The Relation between Classical and Quantum Transformations (cont.)

Classical and Quantum Symmetry Transformations and Conserved Quantities

With the above correspondences in hand, it is immediately evident that the conditions
for classical and quantum transformations to be symmetry transformations are also in
correspondence. The quantum condition is that the generator of the transformation
commute with H so that H is unchanged by the symmetry transformation (which
follows from the formulae involving commutators on the previous page):

[H,G]=0 <~ H' = H

We see from the previous page that the classical Hamiltonian H is unchanged if a
similar condition holds involving Poisson brackets:

{H,G}qp, =0 = H =H

Moreover, because H and H are the generators of time translation in the classical and
quantum formalisms, respectively, the relation [O, H] = or {O, H}q,p, = 0 implies
that O remains unchanged under time translation. Classically, the functional value O
is conserved. Quantum mechanically, the operator O does not change with time and
its matrix elements and expectation values are constant.
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Angular Momentum Summary
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Angular Momentum Summary (cont.)

What will make this material difficult:

» Many of the proofs and arguments are indirect. The crux of this whole business
is the notion that the way classical and quantum mechanical states transform
under rotations provides a useful way to classify them and allows you to do
calculations in a relatively painless way. We thus focus on transformation
properties of states rather than doing direct things like solving differential
equations or calculating matrix elements explicitly, which is what we have spent
most of the course doing.

» You will be forced to think conceptually because, as with transformations,
notation only gets you so far. You must understand what the symbols you are
writing down mean. This is the greatest problem | see students having — that
they are not mastering the definitions and concepts, so they are unsure what
certain symbols and notation mean.

» There will be a great deal of looking at different representations of the same
objects by writing the Hilbert space in differing ways. An example is the idea of
breaking down the Hilbert space of states of a particle in three spatial
dimensions into the direct product of a space the describes the radial behavior
and one that describes the angular behavior, and the further decomposition of
the latter into subspaces of well-defined orbital angular momentum. Another
examples is addition of angular momentum, wherein we take the direct product
space of two angular momenta and break it down into a direct sum of the
subspaces of well-defined total angular momentum.
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Plan of Attack

We will study the problem of rotations and orbital angular momentum in the following
sequence:

» Rotation Transformations in Two Dimensions

Section 14.1

We will first review classical rotation transformations in two dimensions, derive
the formula for the active rotation transformation of a quantum mechanical
state, and show that the generator of the transformation is the quantum
analogue of the classical z-axis angular momentum, L.

The L, Eigenvector-Eigenvalue Problem

L, will be a Hermitian, observable operator. For Hamiltonians for which

[H, LZ] = 0 — i.e.,, Hamiltonians with rotational symmetry in two dimensions — H
and L, are simultaneously diagonalizable. Therefore, eigenvectors of H must
also be eigenvectors of L;, and so the eigenvectors of L, will be of interest. We
calculate the eigenvectors and eigenvalues of L, and see how the requirement
that eigenvectors of H be eigenvectors of L, reduces the Schrodinger Equation
to a differential equation in the radial coordinate only.

Rotation Transformations in Three Dimensions

We then generalize classical rotation transformations to three dimensions and
use correspondences to identify the three angular momentum operators Ly, Ly,
and L, as well as the total angular momentum magnitude 12,
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Plan of Attack (cont.)

» The [2-L, Eigenvalue Problem
In three dimensions, we shall see that Ly, Ly, L,, and L2 are all Hermitian,
observable operators. But no two of Ly, L,, and L, commute, while each of
them commutes with L2, so it becomes clear that useful set of operators to
work with for Hamiltonians that are rotationally invariant in three dimensions is
H, L, and L2. We therefore consider the joint eigenvector-eigenvalue problem
of L2 and L, and determine how it reduces the Schrédinger Equation to a
differential equation in the radial coordinate only.

We will refer back frequently to material on continuous symmetry transformations
that we covered in Section 12, so please review that material.
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Rotation Transformations in Two Dimensions

Passive Classical Rotation Transformations in Two Dimensions

A passive coordinate system rotation in two dimensions by an angle 6
counterclockwise yields the following relationship between the components of a vector
3 in the untransformed system (ax, ay, az) and its components in the transformed
system (a,/,ay,7,a,/):

a,/ = ax Ccyp + ay Sy ay/:—aX59+ayce a,r = az

where cy = cos and sy = sin 6 as usual. The x’ and y’ axes are obtained by rotating
the x and y axes counterclockwise by the angle 6. The rotation is termed passive
because we are not changing the vector 3, we are simply writing its representation in
terms of a new set of coordinate axes. The above may be written as a matrix

operation:
ay’ cg sp O ax ax
a = —Sp Co 0 ay = Rp’gg ay
a, 0 1 az az

where we use the p subscript to indicate a passive transformation (as we did in the
QM case) and the g3 subscript to indicate the rotation angle from the untransformed
to the transformed system.
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Rotation Transformations in Two Dimensions (cont.)

Let us emphasize here the concept of coordinate representations of classical vectors.
The unprimed and primed coordinate systems are just two different ways of labeling
space. The vector 3 has not changed by relabeling space. However, the components of
3 in the two coordinate systems are different. We thus call (ax, ay, az) and
(axs,ay7,a,+) two different coordinate representations of the same vector 3. This is
very much the same idea as our discussion of different position-basis representations of
a state |y ) depending on whether we project it onto the position-basis elements for
the original coordinate system {|x,y )} or those of the transformed coordinate system
{x',y'}, giving position-basis representations (x,y ¢} and (x’,y’ |1 ), respectively.
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Rotation Transformations in Two Dimensions (cont.)

Active Classical Rotation Transformations in Two Dimensions

The classical analogue of an active coordinate transformation is to change the vector;
that is, to fix the coordinate system and to change the vector by changing its
coordinate representation (components) in that coordinate system. If we denote the
new vector by 3/, then the coordinate representation (components) of 3’ are related
to those of 3 by

al c —sg O ax ax
12 _ —
a, | =| so cg O ay | =Rae3 | ay
al 0 1 az az
or
’_ !’ I _
a, = axCyp — ay Sp a, = axsp +ay a, = az

where both are being represented in the untransformed coordinate system. This
transformation corresponds to physically rotating 3 by § CCW about Z. 3’ is a
different vector than 3 because its coordinate representation in this fixed coordinate
system is different from that of 3. Again, this is in direct analogy to our active
transformations in QM, where we kept the position basis unchanged but transformed
the state, [10/) = T|¢), and saw that the states had different position-basis
representations in the same basis, (x,y|¢) and (x,y [¢0').
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Rotation Transformations in Two Dimensions (cont.)

Passive vs. Active Classical Rotation Transformations

The key difference between active and passive transformations is that the active
transformation rotates the vector 3, creating a new vector 3/, while the passive
transformation rotates the coordinate system so that the representation of the vector
3 changes from (ax, ay, a;) to (ays,a,,a,/), but the vector 3 is unchanged. This is in
exactly analogy to what we considered for QM states: for a passive transformation, we
consider the projection of the untransformed state |¢) ) onto the transformed position
basis {|q’) = T|q)} by looking at (g’ |1 ), while, for an active transformation, we
consider the projection of the transformed state |10’ ) = T|¢') onto the untransformed
basis {|q)} by looking at {(gq|¢').

It may be helpful to realize that the unit vectors of the transformed system, X/, v/,

and Z’, are obtained by performing an active transformation on the unit vectors of the
untransformed system, X, y, and Z.
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Rotation Transformations in Two Dimensions (cont.)

The mathematical difference between the passive and active transformations is just
the change of sign of the sy terms; that is Rp _g3 = Ry ¢z. This sign flip tells us that
the coordinate representation of 3 in a transformed coordinate system is literally equal
to the coordinate representation in the untransformed coordinate system of the vector
3’ that has been obtained from 3 by active rotation by —0Z. Of course, in spite of this
equality, we know 3 and 3’ are different vectors because the coordinate
representations that are equal are coordinate representations in different coordinate
systems (the transformed and untransformed systems). This is analogous to the
situation in quantum mechanics of a passively transformed state having the same
position-basis representation in the transformed basis as an actively transformed state
has in the untransformed basis when the actively transformed state has been
transformed using the inverse transformation as was used for the passive
transformation (see Section 12.3).

It is convention to use Rgz for Ry g3 and to never use Rp 43. We will follow this
convention.
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Rotation Transformations in Two Dimensions (cont.)

Generators for Classical Rotation Transformations in Two Dimensions

Since we are going to be considering generators in the quantum case and for the
three-dimensional classical case, it is worth showing how the above transformation can
be written as an operator exponential of a generator. As we did in connection with
identifying the generator of a continuous coordinate transformation of quantum
mechanical states, we will begin by considering an infinitesimal version of the above
coordinate transformation:

cosdf —sindfd O 1 -5 0
Rsgz = | sindf cosdfd 0 | = | 46 1 0
0 1 0 1
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Rotation Transformations in Two Dimensions (cont.)

The generic relationship between a classical coordinate transformation and its
generator is

Tc=1+¢G

Instead of relating Hermitian generators to unitary coordinate transformation
operators, we must relate antisymmetric generators to orthogonal coordinate
transformation operators. (The generator must be antisymmetric, not symmetric,
because we have no i in the argument of the exponential as we do for the QM
version). Thus, it makes sense to rewrite our infinitesimal rotation operators as

0

[uny

R5922|+50Mz MZE

o oo

-1
0
0 0

Thus, M, is the classical generator of rotations about Z. The use of the , subscript of
course foreshadows similar operators for rotations about X and y.
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Rotation Transformations in Two Dimensions (cont.)

We of course recover the finite classical rotation transformation by the appropriate
infinite product, yielding an exponential:

: o .\
Ryz = NILmOO (I + N MZ) =exp (6 M;)
We may evaluate the above using the fact

M2 =—

z

o O
o = o
o oo
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Rotation Transformations in Two Dimensions (cont.)

This yields
on 92n 92n+1
R M”_I oM m2" M2"M
oz = Z oM ((2 i ey )
nO n=
[0 0 O ~ [ 1 0 0 2 241 n
62n(—1)" 0 -1
:000+2010(()+()Mz>
0 0 1 ~10 0 o0 (2n)! (2n +1)!
[0 0 O 1 0 0
=0 0 0|+]|0 1 0] (cog+59My)
L0 0 1 0 0 0
-Cg —Sp 0
= | sp cg O
| 0 0 1

as expected.
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Rotation Transformations in Two Dimensions (cont.)

What is the significance of the M, matrix? See:

0 -1 0 Px
—7TM,p = [ x y z ] 1 0 0 py
0 0 0 b2

=xpy—ypx =1z

That is, M can be used to compute the z component of the angular momentum

when combined with the 7 and p vectors. M, is in some nontrivial way connected to
the z component of angular momentum.
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Rotation Transformations in Two Dimensions

Quantum Mechanical Active Rotation Transformation in Two Dimensions

Let's recall Examples 12.2, 12.5, and 12.3 which were passive and active QM rotation
and calculation of the generator of rotations. Recall that we found that the generator
of the QM rotation transformation was the z-axis angular momentum operator,

G=XP,—YP. =L,

and that the generic explicit form for the quantum mechanical operator for rotation
transformations about the z-axis is

T(62) = exp (7}% 0 Lz)

We also now see the connection between the classical and quantum rotation
formalisms. We saw that the M, matrix that generates two-dimensional rotations
returns the classical /; when it acts on 7 and B, I, = FT M. Thus, it is perhaps not
surprising that the quantum generator of two-dimensional rotations is the quantum
analogue, L,.
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Rotation Transformations in Two Dimensions (cont.)

To build some intuition about what exactly the above operator does, let's write down
the projection of its action on a state onto the position basis and convert that to polar
coordinates. We begin with the Cartesian coordinate version:

| | .
P0Gy ILw) = 10y [(X Py = Y PO =0 (x5 =y 5 ) walouy)

Now, we need to change variables to polar coordinates. The functional relationship
between polar and cartesian coordinates is

p=Vx2+y? ¢:arctan£

Hence

op _x  Op_y

%_ 7y/x2 oy @_ 1/x X

ox p Oy p Ox  1+(y/x)’ 2 Oy 1+(y/x) PP
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Rotation Transformations in Two Dimensions (cont.)
The chain rule thus tells us

1o} 8p8 8¢8_x8 yg
0

Ox Ox Op  Ox 0¢ p dp p2 0o
le] 8p Ie] 8¢ 1o} _Xi_;'_ii
dy Ay dp Ay dp  pdp  p? 0o

So, then,
0(xm v o) walein) =0 () valoro)
X&y Y 4 q( X,y o6 q(p;
where we simply rewrite )4 in terms of p and ¢ using x = p cos¢ and y = p sin¢. So,
Gy |40 Lal) = by 15 6 (XPy = Y PO
1o} 19}
— (10 (x 50 =y o ) 10) = (xy 10 5 10)

which looks like the action of the generator of a translation in the polar angle ¢ by an
angle 6, as we expect.
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Rotation Transformations in Two Dimensions (cont.)

Recall that we also calculated the action of the rotation transformation on the
standard operators X, Y, Py, and Py in Example 12.2 and 12.5. There we did it by
calculating the matrix elements of the transformed operators in the untransformed
basis, but that is tedious. We can do it much more quickly using operator arithmetic
relations now that we know what the generator of the transformation is. We will need
the relation

e " Be* =B+ [B,A + % [[B, A], Al + +% [[[B, A, Al A] - -

(which we do not prove here). This relation will make use of the following important
commutators:

X, L] =[X,XP,]—[X,YP]=0—Y[X,P]=—ihY
[V, L] =[Y,XP]—[Y,YP]=X[Y,P,]—0=ihX
[P, L] = [Px, X Py] — [Px, Y P,] = [Px,X] P, — 0 = —i b P,
[Py, L] =[Py, XP,] = [Py,Y P]=0—[P,, Y] Px = i h Px

The evident cyclicity of the above relations will be written succinctly when we consider
rotations in three dimensions.
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Rotation Transformations in Two Dimensions (cont.)

With the above, the transformed operators are easily evaluated:
X' = T(02)X T(—02) = e 70l Xen 0Lz

(i 9)3 (X, L], L], L] -

i 10\ 1
— X+ Lo, L]+ = (L6) (X, L], L]+ —
rroptd+ o (50) L e+ (5

31
02 03
=XV + o ()X ()Y A

62 63
:x(175+~~>+Y(ef§+m)

=Xcp+Ysy
Y'=—-Xsg+ Yc
P = Pxcop+ Pysp
P/ =—Pxso+ Pycy

where the last three are evaluated in the same way as X'.
Note the way in which X and Y are mixed and Px and P, are mixed to obtain the

transformed operators; this looks very much like the transformation of classical
vectors. We will discuss vector and tensor operators later.
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The Eigenvalue Problem of L, in Two Dimensions

Eigenvalues and Eigenfunctions of L,

It is interesting to determine the eigenvalues and eigenfunctions of any Hermitian
operator. It will be especially useful for L, because of the many Hamiltonians with
which it commutes.

We begin with the obvious, the eigenvector-eigenvalue equation for L;:
Lelte) = 2|62

where £, is an eigenvalue and |¢; ) is the corresponding eigenvector. We take the
product on the left with position basis elements since that is the basis in which we
know the matrix elements of L, from our previous calculation:

0 0
—lﬁ<X7—y )we (6, y) =Lz, (x,y)
Oy
We also make use of the change of variables to (p, ¢) to obtain a simpler equation:

—i hi(b d)lz(p: ¢) =L, wez(/% ¢)
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The Eigenvalue Problem of L, in Two Dimensions (cont.)

The solution is obvious,

be.(p, 6) = R(p) e ¢

To this point, we have made no restrictions on ¢,. Not only are there no bounds or
discretization, there is no prohibition against an imaginary component because ¢ is
restricted to [0,2 7] and so the exponential will not diverge. Hermiticity will obviously
result in £, being real. Less obviously, it will also discretize £,. Recall from Section 3.9
that Hermiticity for the K (and hence P) operator for a particle on one dimension on
a finite interval [a, b] placed the requirement that any valid wavefunction vanish at the

endpoints, 1(x = a) = 0 = ¢(x = b). We can derive a similar requirement here.
Hermiticity implies

(V1 |Lz|p2 ) = (b2 [Lz|9p1 )™

which, written out in terms of the position-basis wavefunction, is

/Ooo dpp/:r do i (p, ¢) (*ih%) ¥2(p; 9)
= [/OOO dpp/oh dé 3 (p, 9) (—ih%) wl(p7¢)r

Section 14.3 Rotations and Orbital Angular Momentum: The Eigenvalue Problem of L.%h Two Dimensions Page 733



The Eigenvalue Problem of L, in Two Dimensions (cont.)

To obtain a condition on v; and 12, we integrate the right side by parts, yielding

27 B)

oo 27
RHS:ih/O dpp{¢2(ﬂa¢)¢f(01¢)‘o - 6

46 01(0.9) (55 ) v2(0.9)]

=in ["dopin(o.)ui(p.0)] )" + LS

We require RHS = LHS for any 11, 12 (not just eigenfunctions), including any
possible radial dependence, so we must have

¥(p,0) = (p,27)
at any p for any . If we impose the constrain on the eigenfunctions, we have
1= 627T% 175
which implies

6 =mh m=0,41,+2, ...
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The Eigenvalue Problem of L, in Two Dimensions (cont.)

One could obtain the same result by requiring that the eigenfunctions be single-valued,

w(pv ¢ + 271') = 11’(/)7 ¢)

which is actually a more restrictive constraint than the one we have applied. The
problem is that it is not clear that one should impose this constraint because it could
be violated up to a constant phase factor with no physically measurable implications.
One really only ought to require that the probability density be single-valued,

[(p, ¢+ 2m)° = |9(p, D)

i i 2 i 2
|R(p)e = ?e 27t = |R(p)e i =¥

. . . i
This results in the requirement ‘e f2mls

= 1, which only implies £, is real. We
already know that from Hermiticity, though; we did not need to require the above
condition. Or, put another way, Hermiticity alone implies that the probability density
is single-valued. Note also that the lack of single-valuedness has no implications for
the action of any operators because it is a position-independent unity-modulus factor

that arises.
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The Eigenvalue Problem of L, in Two Dimensions (cont.)

It turns out that, if one considers superposition states of the form

W(p,¢) = Alp) e 7 =% + B(p) e 7

and requires that their probability density always be single-valued, then one can obtain
the condition £, — ¢, = mh, m=0,£1,42,.... This, combined with the additional
fact that the eigenvalues must be symmetric about 0 (because if ¢(p, ¢) is an
eigenfunction of L., then we can complex conjugate the eigenvalue-eigenvector
equation to obtain that ¢ (p, —¢) ought also be an eigenfunction), implies £, must
either be an integer multiple of A or an odd half-integer multiple of A, but one cannot
show that only the integer multiple solution holds based on single-valuedness alone.
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The Eigenvalue Problem of L, in Two Dimensions (cont.)

We shall take as our normalized azimuthal eigenfunctions

1
V2w

Dn(¢) = efme m=0,+1,+2, ...

They obey the orthonormality condition
27
| d003(6) 01(8) = b

The full eigenfunctions are of the form

Y(p, 8) = R(p) Pm(¢)

There is huge degeneracy for each eigenvalue m because the radial wavefunction is
completely unspecified.
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The Eigenvalue Problem of L, in Two Dimensions (cont.)

Rotationally Invariant Problems in Two Dimensions

It is straightforward to see that, if the potential has no ¢ dependence, then
[H,L;] = 0. First, we show that the kinetic energy term always commutes with L,:

[P2+ P2, L] =PxPcl;— L P<Pi+P,P L. — L PP,
Px [Px, L] + [Px; Lz] Px + Py [Py, L] + [Py, Lz] Py
= —ihPcPy,—ihiP, Py +ihP,Px+ihPcP, =0

Second, when L, is projected onto the position basis and written in polar coordinates,
we see that L, only has derivatives with respect to ¢. Therefore, [L,, V(p)] = 0 for
potentials that have no ¢ dependence and hence [H, L;] = 0.
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The Eigenvalue Problem of L, in Two Dimensions (cont.)

It is therefore useful to solve for simultaneous eigenfunctions of H and L, to break the
degeneracy in L, (and to of course obtain the eigenfunctions of H classified by their
L, eigenvalue). In polar coordinates with a radial potential V/(p), the
eigenvector-eigenvalue equation for the Hamiltonian is

R /0% 10 1 02
{_ﬂ (87;2 + > + 72 @) + V(P)} Ye(p, ) = Eve(p, d)

(We use p instead of m for the mass to avoid confusion with the L, eigenvalue index

m.) The first term is obtained by rewriting the standard cartesian kinetic energy term
in two dimensions in polar coordinates. Doing it by chain rule is quite cumbersome, so
we omit the proof here; it can be found in any vector calculus textbook. It should be

clear that the third term in the kinetic energy is proportional to L2.

(As an aside, one might ask whether it would be easier to define position operators in
polar coordinates, R and ®, and project directly onto their eigenstates, which we could
call |p,¢). The problem is that it is difficult to define a ® operator in a reasonable
way because the ¢ coordinate is not single-valued — multiple values of ¢ corresponds
to the same basis element. This problem is discussed in Liboff Problems 9.15 and 9.16
and references therein.)

Guided by [H, L;] =0, let's assume the solution is of the form of an eigenfunction of
L, with eigenvalue £z, Vg m(p, ®) = Re,m(p) Pm(¢), and with the form of the radial
equation and the energy eigenvalue to be specified by the above differential equation.
We shall see why we allow a dependence of R on m below.
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The Eigenvalue Problem of L, in Two Dimensions (cont.)

Inserting the form ¢c(p, ¢) = Re,m(p) Pm(#) into the Hamiltonian's
eigenvector-eigenvalue equation yields

2 2 m2

® () never vanishes, and no derivatives act on it now, so we may cancel it out, and
also convert all the radial partial derivatives to total derivatives, leaving the radial
equation

R /(d> 1d m
— =+ = - = % R, =ER,
[ o (dp2 + > dp p2) + (p)] £,m(P) £.m(p)

which now depends on and determines only the radial part of the eigenfunction and
the eigenvalue E. In general, the eigenvalue E and the radial wavefunction will depend
on m because of its presence in the equation. The solution can be determined when
one knows the particular form for V(p).
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Rotations and Angular Momentum in Three Dimensions

Classical Rotations in Three Dimensions

One can show (though we will not prove it here, see the Ph106 Lecture Notes), that
any rotation in three dimensions can always be decomposed into a “two-dimensional”
rotation about a single axis. Hence, we need only consider the extension of our
formalism for two-dimensional rotations to allow the axis to point in an arbitrary
direction. Let us first just consider rotations about the x or y axes. By analogy to our
infinitesimal rotation about the z axis, we may write the form for finite and
infinitesimal rotations about the x or y axes:

1 0 0 [ Co 0 sp
Rix=1] 0 co —so Rpy = 01 o0
L 0 so Co | —se 0 oo
1 o0 0 fo o o
Rsox=1] 0 1 =060 | =14+60My M,=|0 0 -1
L 0 d¢ 1 0 1 0
[ 1 0 66 0o o0 1
Rsoy = 01 0 |=I1+60M, M,=| 0 0 0
L —6¢ 0 1 | -1 0 0
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Rotations and Angular Momentum in Three Dimensions (cont.)

Infinitesimal rotations about different axes commute because they are infinitesimal.
For example,

Rs6,xRs6,5 = (14 60xMx) (1 + 56,M, ) = I + 50Mx + 56,M, + O(6)°
Rso,7Rs0,2 = (1+ 66, My) (1 + 66.M,) = I + 56 Mx + 66,M, + O(66)°

~ Rso,2Rs0,5
The generic form for an infinitesimal rotation is therefore

57 =1+ 00«My + 60,M, + 66:M; =1+ 60 - M

D

=X060x +y 0y +Z 00,
and M=XM,+yM, +2ZM,

The definition of M is purely for the sake of notational convenience. It turns out that
M is not a vector, but is actually a third-rank tensor. We will not use this property
here, but we refer those who are interested to the Ph106 Lecture Notes.
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Rotations and Angular Momentum in Three Dimensions (cont.)

It follows from the above that finite rotations may be written in the form

Ry = exp(0 - M) = exp(6xMy + 0,M, + 0-M.)
The fact that any rotation can be written as a two-dimensional rotation about a
particular axis is manifest in the above expression. The noncommutativity of finite
rotations about different axes is also preserved: even though the ordering of
infinitesimal rotations about the different axes does not matter, one finds that it does
matter when the power series expansion of the exponential is considered. You can test
this very easily by considering 7/2 rotations about X and y.

We make a few more useful points about the M matrices. First, an easy-to-remember
form for them is

(Ma)bc = —€abc

where a = 1,2, 3 corresponds to a = x, y, z and where €, is the Levi-Civita symbol
of rank 3; it is completely antisymmetric in its indices, which may take on the values
1,2,3. The symbol takes on the value 1 for cyclic permutations of its indices, —1 for
anticyclic permutations, and 0 otherwise. It is a third-rank tensor.
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Rotations and Angular Momentum in Three Dimensions (cont.)

Second, the squares of all three of the matrices are similar to the identity matrix:

0 0 0 10 0 1 00
MZ=—|0 1 O M =—|0 0 0 M2=—]0 1 O
0 0 1 0 0 1 0 0 0

Therefore,
IM]2=M-M=M2+M2+M2=-21

which is a bit strange for the norm of a vector. That happens because M is not really
a vector, but is a third-rank tensor.
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Rotations and Angular Momentum in Three Dimensions (cont.)

The matrices satisfy the cyclic commutation relation

[M27 Mb] = ZeabcMc = EabcMc <~ MxM=M

c

Here we have our first encounter with the Einstein summation convention, wherein
any repeated indices are assumed to be summed over as indicated above. The above
relation is a strange identity, indeed, again because M is not a vector but is a

third-rank tensor. Since M- M = —21, we have
[M,,M - M] =0
Finally, just as FT M, = —{,, we have in general
{=-r"Mp
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Rotations and Angular Momentum in Three Dimensions (cont.)

Quantum Mechanical Rotations in Three Dimensions

The obvious extension of our quantum two-dimensional and classical
three-dimensional rotation formalisms is to recognize that the three quantum angular
momentum component operators will generate rotation transformations about their

respective axes and that they may be treated as a vector whose inner product with a
particular rotation vector will generate that rotation. That is, we have

Lc=YP,—2ZP, L, =ZPi—XP, L,=XP,—YPs
[=%L+yL,+2L,

The components satisfy the commutation relation
[La, Lp] = €ape i BLe — [LxL=inl

(note, Einstein summation convention used!) just as the M, matrices do, up to a
factor of i h. By analogy to our three-dimensional classical and two-dimensional
quantum rotation operators, finite rotations are then obtained via

7. z)
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Rotations and Angular Momentum in Three Dimensions (cont.)

Additionally, one can show
[Rava] = €apc I B Rc [Pa:Lb] = €apc i B Pc

where R, are the position component operators X, Y, and Z. (Einstein summation
convention, again!)

Just as we calculated M- I\7I we may also calculate 12,
P=0G+L1+1L
One may verify that
[La, 7] =0

which recalls a similar property of M - M. So, while no two of the {L,} are
simultaneously diagonalizable, one may simultaneously diagonalize any one of the
{L,} and the L? operator.
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The Eigenvector-Eigenvalue Problem of L, and L?

Methodology

There are two ways to find the eigenvalues and eigenfunctions of L2 and L,:

» Standard Differential Equations Method
Here, we extend the technique we used for two dimensions, obtaining and
solving differential equations in ¢ and @ for the eigenfunctions of L2 and L,, and
finding the allowed values for the eigenvalues by Hermiticity again.

» Operator Methods
One can begin by working in terms of a basis of L2 and L, eigenstates and
introduce raising and lowering operators along the lines of what was done for
the SHO. This lets one study the structure of the eigenvalues of L2 and L,
without the distraction of the differential equations to determine their
position-space representation. The existing of raising and lowering operators
also provides a relatively simple means to construct the position-basis
representations, again along the lines of what was done for the SHO.

We will pursue both methods. You are probably not yet expert enough in the
differential equations method to justify ignoring it completely, though we will not go
through all the gore of deriving the Legendre polynomials explicitly. Then we will rely
on the operator methodology to better understand the eigenvalue structure and to
obtain the full position-basis representations more conveniently.
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

Differential Equations Method

To rewrite the eigenvalue-eigenvector problems of L, and L2 as differential equations,
we need to write the action of the operators in a position-basis representation, just as
we did for L, alone in two dimensions. We know the forms for Ly, Ly, and L; in

cartesian coordinates. Putting these three operators on equal footing suggests that
the right coordinate system to work in will be spherical coordinates, defined by

z
r=+/x2+y2+4 22 0 = arccos — ¢ = arctan Y
r X
We may relabel our cartesian coordinate system position basis using these relations:
z y
Ix,y,z) = ‘ r=+/x2+y2+ 220 = arccos —, ¢ = arctan 7> (14.1)
r X

Note: this is not a coordinate transformation, it is only a relabeling of the states that
we already know exist.
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

Let's first project the action of the angular momentum operators onto the position
basis:

<X7yvz“-a‘¢) = <X7y72‘€abcRch"¢)

. 0
—I heabcrbaiwq()(’yv Z)
rC
. 0
(r,0¢|Lalp) = —i heabcrbaqu(r:€7¢)

(Einstein summation convention used) We have skipped the usual steps of inserting
completeness to go from the first line to the second line (review Section 5.2 of these
notes if you do not recall how to do this.) To go from the second line to the third, we
have made use of the equality between cartesian and spherical coordinate system
position-basis elements in Equation 14.1 in order to modify the left side. The change
to the ride side is a change of the independent variables on which 14 depends — it is

mathematics, not physics.
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)
Next, we do a change of variables from cartesian to spherical coordinates; again, this
is mathematics (calculus), there is no physics involved. It is more tedious than for two

dimensions, but you may do it yourself or look it up in a vector calculus text. The
result is

o
<r9¢>|Lx|¢>—:h(s¢

59 T o0 (%)wq(r 0,9)

. 5} 0
(r 0,011 = i (e 3 + 005 51 ) el 0,0)
(10,6 |Leli) = =i 3L a(r.0.0)

where we introduce oy = cotf and of course s; = sin¢ and cy = cos ¢.

We will also need the L? operator, which is straightforward (though tedious) to
calculate from the above:

10 15) 1 92
(r,0,¢|L%1p) = — ( 20 ° 89+55W>¢q(f797¢)

Note that the first 6‘% acts on everything to its right including the sy factor.
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

Let us now restrict ourselves to L, and L2 alone. Clearly, the process of solving for the
L, eigenfunctions is as before, though now we must allow a dependence on both r and
0. Moreover, the L2 eigenvalue-eigenvector equation has no dependence on r, so the
dependence on r and 6 may be separated. So, we may immediately assume

Ya,m(r,0,8) = R(r)®a,m(0) Pm(¢)
Pm(o) = % L,=mh m=0,+1,+2, ...
™

The radial function R(r) is again arbitrary because neither L2 nor L include any r
dependence. The polar angle function ©(#) will depend not just on the L? eigenvalue
(which we denote for now as &) but also the m eigenvalue because of the ¢ derivative
in L2,

The above form automatically satisfies the L, eigenvalue-eigenvector equation, which
is (projected into the position basis)

<r707¢|Lz‘¢a,m> = mh<r397¢‘¢a,m>
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

Next, we insert the above form into the L2 eigenvector-eigenvalue equation projected
onto the position basis:

(r, 0, L2 Ya,m) = alr,0, ¢ |tba,m)

We have already calculated the left side, which yields differential operators acting on
the position-space wavefunction ¥, m(r, 0, ¢). After applying the ¢ derivatives and
canceling out the nowhere-vanishing ®p,, canceling out a radial function R(r) (which
may vanish at specific r, but certainly not at all r), moving the eigenvalue to the left
side, and replacing the partial derivatives with respect to 6 with total derivatives, we
obtain

1 d d « m?
R = —s—4 > — 5 | Oam(d) =0
<59 a0 q0 T sg> ()

This is now just a differential equation in 0. Let us change variables to u = ¢y and
define PJ(u = cg) = ©q,m. This yields

O
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

If we set m = 0, we obtain

{% [(1 - ﬁ%} + %} P.(u) =0

which is now an ordinary second-order differential equation with polynomial nonlinear
coefficients. You know that the standard solution technique is a series solution.

We will not subject you to the gore of doing the series solution. It suffices to say that
one obtains a recursion condition that relates C,4p to C, in an expansion in powers of
u, and that termination results in the requirement

«
o =e+1) =012,

The functions are polynomials containing either even or odd powers of u. They are

termed the Legendre polynomials and are denoted by Py(u). There is a formula, called
Rodrigues’ Formula, that can be used to generate them:

1 df 5 ¢
Po(u) = Y (v*—1) (14.2)
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

The full equation, with m # 0, is solved by the associated Legendre polynomials,
which can be generated from the formula

dm
P (u) = (—1)™(1 — u2)m/2d—m Pyu) 0<m<¢ (14.3)
u
where m < £ is enforced by the fact that Py(u) is a ¢th-order polynomial; hence, any
derivatives of order m + 1 or larger simply vanish. We may now write P;(u) as P?(u)
based on this formula. For m < 0, we see that the 6§ differential equation is unchanged
by the sign of m, so we define

P['"(u):Plf"(u) 0<m</¢
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

Combining all of this, we thus write our joint eigenfunctions of L2 and L, as

— | .
201 (E=ml i, ) eime (14.4)

Yio.9) = 47 (L+ m)!

where the prefactor ensures correct normalization when integrated over all solid
angles. These functions are known as the spherical harmonics because they are
harmonic (sinusoidal) in the spherical coordinate system variables 6 and ¢. The
orthonormalization condition (arising from the separate orthonormality of the polar
and azimuthal functions) is

1 2 ,
/ deg / Ao [V (0, 0)]* Y (8,6) = S0t S
—1 0

The full wavefunction may have any radial dependence as long as its angular
dependence is in the form of a spherical harmonic. We summarize our derivation by
stating that

) =L+ 1) (r,0,6[v)

_ m (r,0,¢ L2y
(r,0,919) =R(NY(0,¢) <= 0,6 |L: ) = mh(r,0,¢p)
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The Eigenvector-Eigenvalue Problem of L, and L?

Operator Method

We've found the eigenfunctions and eigenvalues in the standard pedestrian way. Let's
now use some clever operator methods that recall how we used raising and lowering
operators to determine the eigenvalues of the SHO without having to explicitly find
the eigenfunctions. We shall see that this method leads to a simpler way to find the
eigenfunctions too, just as we were able to obtain all the eigenfunctions of the SHO by
applying the raising operator in the position basis to the simple Gaussian ground-state
wavefunction.

Let’s assume we know nothing about the eigenvalue spectrum of L2 and L, except

that the operators commute so they have simultaneous eigenvectors. Denote an
eigenstate of L? and L, with eigenvalues o and 8 by |a, 3). That is

L|a,8) = ala, B)  Lia,B) = Bla, B)
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

We define angular momentum raising and lowering operators:
Ly =Lc+ily
They are named this way because they satisfy
[Lz,L+] =*hLls
so that
Lz (Lt]a, B)) = (£hit + Lt Lz) |, B) = (£h+ B) (Lt e, B))

That is, when |, 3) has L, eigenvalue 3, the state obtained by applying a raising or
lowering operator in the state, L+ |, 3), is an eigenvector of L, with eigenvalue 5+ .

The raising and lowering operators commute with L2,
L3 Ls]=0

so we are assured that |a, ) and L |a, 3) have the same eigenvalue o of L2.
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

So, our space will break down into subspaces that are eigenspaces of L2, which will be
further decomposed into subspaces that are eigenspaces of L;. L+ moves between
these subspaces of a particular L? eigenspace. Explicitly, we have

Li|o,B) = Ci(e, B)|a, B£ R)

We run into the same problem we had with the SHO raising and lowering operators,
which is that we so far have no condition that puts a lower or upper limit on the L,
eigenvalue . Heuristically, it would be unphysical to have 32 > . This can be seen
rigorously as follows:

(0, B1(L2 = L2) e, B) = (e, B| (L + L3) |ov, B)

The latter expression is nonnegative because the eigenvalues of L2 and L2 are all
nonnegative because the eigenvalues of Ly and L, are real because they are Hermitian.
So we see a — 32 > 0, or a > (32 as desired.
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

So, we require there to be states |o, Bmax ) and |o, Bmin ) that satisfy
L+|Ol, 5max> =0 L7|aaﬁmin) =0
where by 0 we mean the null vector, usually referred to as |0), which may be

confusing in this situation. We need to rewrite these expressions in terms of L2 and L,
to further reduce them; let's apply L_ and L. to do this:

Lo Lyler, Bmax ) = 0 Lil_|a, Bmin) = O

(L2 = 12 — BL;) |, Bmax ) = O (L2 = L2+ hLs) |ov, Brmin) =0

(& = B — HBmax) |at, Bmax ) =0 (a = Bain + 1Brmin) |, Bmin ) = 0
Bmax (Bmax + k) = « Brmin (Bmin — ) = «

which implies

Bmin = —Bmax
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

In order for the raising chain begun at (3, and the lowering chain begun at Bmax to
terminate, it is necessary that there be a ki and k_ such that

(L) o Bmin ) o< [t Bmax ) (L)~ |, Brmax ) ¢ |, Bomin)
Therefore
Bmin + Rkt = Bmax Bmax — hk— = Brmin
So we have
ki =ko =k  Bmax — Bmin = hk

Since Bmin = —Bmax, we then have

ﬂmax=k§ a=ﬁm3x(ﬂm3x+h)=h2g(g+1) k=0,1,2,...
For k even, we recover the allowed eigenvalues we obtained via the differential
equation method. The k odd eigenvalues are a different beast, though, and are

associated with spin, a degree of freedom that behaves like angular momentum in
many ways but is not associated with orbital motion of a particle.
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

The last point is a very important one: the k odd values arose only from the
assumption of the angular momentum operator commutation relations. They did not
come from the differential equations, which is what ties all of this to the behavior of
spatial wavefunctions; the differential equations method does not permit k odd. This
is the source of our statement that the k odd values are not associated with orbital
angular momentum. In detail, the restriction to k even comes from the requirement
that the wavefunction be single-valued in ¢, which is required by Hermiticity of L.
Such a requirement would not hold for a particle spin's z-component operator because
there will be no spatial wavefunction to consider. Thus, the above proof tells us which
values of k are allowed, and then other restrictions can further reduce the set.

Unlike Shankar, who gives a bit more detailed of a hint at what is meant by spin, we

will delay discussion until we have time to do it thoroughly. For now it is not important
to have a physical picture of the states that result in half-integral values of L.
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

Given that the spectrum of eigenvalues we have derived is more general than just
orbital angular momentum L, we will follow standard notation and use J instead of L.
We will denote the eigenvalues as follows:

» We will denote by j the value of k/2. j may take on any nonnegative integral or
half-integral value.

» The J? eigenvalue is o = 72 j(j + 1). However, we will replace « in |a, 3) by j
for brevity.

» The J, eigenvalue (3 can take on values from —j i to j /i in steps of size h. We
define m = 3/h. We will replace 3 in |a, 3) by m for consistency with the
notation we developed via the differential equation method.

Therefore, simultaneous eigenstates of J? and J, will be denoted by |j, m) and will
have J? eigenvalue o = h?j (j + 1) and J, eigenvalue 3 = mh.
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The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

Summary

Let us take a step back and see what we have done and where we should go. What we
have done:

>

Section 14.5

We are considering problems in two or three spatial dimensions in cylindrical and
spherical coordinates with an eye toward working with Hamiltonians that are
invariant under rotations and hence depend on the cylindrical coordinate p or
the radial coordinate r.

Since a continuous symmetry transformation of a Hamiltonian derives from a
generator operator that commutes with the Hamiltonian, we knew it would be
useful to find the generator and its eigenvalues and eigenvectors to help us
reduce or solve the eigenvector-eigenvalue problem of the full Hamiltonian.

This led us to write explicit forms for L and L2 and to obtain their eigenvectors
and eigenfunctions, both in the position basis and in the more natural basis of
their eigenstates.

We have thus been able to organize the Hilbert space into subspaces of specific
values of the angular momentum magnitude.

Rotations and Orbital Angular Momentum: The Eigenvector-Eigenvalue Problem of L, and 12 Page 766



The Eigenvector-Eigenvalue Problem of L, and L? (cont.)

We have two important tasks left:

» To understand the full structure of the Hilbert space in terms of the eigenstates
of J2 and J;; i.e., let’s write down explicit forms for all the operators we have
considered: Jx, Jy, J+, J— and rotation operators.

» To understand the connection between the {|j, m)} basis and the position basis
eigenstates — essentially, to show that we can obtain the position basis
eigenstates from the structure of the Hilbert space in terms of the {|j, m)} basis.

We consider these tasks next.
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Operators in the {

j,m)} Basis

Angular Momentum Operators in the |j, m) Basis

To evaluate explicitly the non-diagonal angular momentum operators Jx, Jy, Jy, and
J_ in the {|j, m)} basis, we need to determine the coefficient C(«, 3) in the relation

Jilo, B) = Ce(a, B)|o, B+ h)

which we should now rewrite as
Jiljym) = Co(j, m)lj,m+1)

Again, we use our SHO example as a guide for how to determine this coefficient; there,
we required each eigenstate to be normalized, which puts a constraint on the C's. So:

1=(,m+1lj,m*1)=|Cs(j,m)| 2 |Jxlj, m)?

m)|~
= [C(j, m)| 72 (i, m | JxJx]j, m)
=[C(ym)| 72, m| (S = 2 F hl)lj,m)
=[C(,m) 2 [+ 1) — m* F m] B
= |Ce(,m)P =R Fm(+tm+1)
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Operators in the {

j,m)} Basis (cont.)

We discard the phase freedom and take

Celiom) = h/GFmGEm+1)
So we are left with
Jeljym) = h/GFm)GEm+ Dli,m+1) (14.5)

We have the expected result that J+ annihilates |j, £j). Note that J+ do not change
J, only m. That is, the matrix elements of J+ between two states |j, m) and |j’, m”)
are only nonzero if j = j’: Ji do not connect states of different j.
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Operators in the {

j,m)} Basis (cont.)

So, we have obtained all the simultaneous eigenstates of J? and Js, properly
normalized, and we also know the action of J+, which finally lets us write the matrix
elements of Jx and J, in the {|j, m)} basis:

; ; , Jy+Jo
G'ym" [ deljym) = (' m| (%) lj, m)
h A A
=3 [51,1’5m',m+1 (G-—m(+m+1)
+8),/0mrm 1/ G+ m)G = m+1)] (14.6)

Similarly,

G'sm" 1 dylj, m)

Jr—J_ .
m'| (+27) ljsm)
i

{6j,j/6m’,m+l G-—mG+m+1)

<j/

n

2§
=085 0m’ m—1V U+ m)(j —m+ 1)] (14.7)

As with J4, the matrix elements of Jx and J, between two states |j, m) and |j',m")
are only nonzero if j = j’: Jx and J, do not connect states of different j.

Section 14.6 Rotations and Orbital Angular Momentum: Operators in the {|j, m )} Basis Page 771



Operators in the {

j,m)} Basis (cont.)

Let's consider what the matrix representations of these various operators look like in
the |j, m) basis. J? and J, are completely diagonal because the basis consists of their
eigenvectors. Jx, Jy, and J+ will be block diagonal: since these operators do not
change j, their matrix elements between states of different j vanish (as noted above:
they always have §; ;/). The block diagonal nature of the matrix representations is
clear in the forms written out in Shankar Equations 12.5.22, 12.5.23, and 12.5.24,
which we reproduce here, with the ordering of the basis elements being |0,0), %, % ),
1.-13,11,1),11,0), |1,—1) (the (DS(/2SQ) notation tells us which subspace
these operators are restricted to):

0 0 0 0 0 0
o 1 00 0 0
JOB/280) Rl 0 o -1 0 0o o
1jym) 0 0 0 1 0 0
0 0 0 0 0 0
0o 0 0 0 0 -1
0 0 0 0 0 ©
o 2 0 0 0 0
2Oen/2em Rl 0o 0o 3 0 0 o0
1jm) 0 0 0 2 0 0
0 0 0 0 2 0
0 0 0 0 0 2
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Operators in the {|j, m)} Basis (cont.)
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Operators in the {

j,m)} Basis (cont.)

This block diagonal nature recalls recalls the idea of direct sum spaces (Section 3.4):
we may write the entire vector space as a sum over all the possible j subspaces:

V=V gvl/2) gyl g yG/2 gy@ g...

These are just the degenerate subspaces of the J? operator. If we restrict to orbital
angular momentum, we know the half-integer j values are not allowed, leaving us with

V:V(O)@V(l)@v(z)@...

But this space is a subspace of the more generic one, so there is no harm in discussing
the generic version and then specializing to integer j for particular problems.

Section 14.6 Rotations and Orbital Angular Momentum: Operators in the {|j, m )} Basis Page 774



Operators in the {

j,m)} Basis (cont.)

Let us write out the matrix representations of a single subspace too, the j =1
subspace, which we denote by V(1) and which we will indicate by putting a (1)
subscript on the operators. We have

100 10 0
PWe——2r2[ 0 1 0 S p—
[jsm) 0 0 1 [jsm) 0 0 -1
01 0 0 0 0
SMe——m2l0 0 1 MM w21 0 0
[jsm?) 0 0 0 [jsm) 0 1 0
01 0 0 -1 0
h ih
P L I R S 1 -1
|j,m) \ﬁ 0 1 0 Y \j,m) \/§ 0 1 0

One important warning: just because the V) subspace is three-dimensional, do not
misinterpret this as implying it works on the R3 space of Cartesian vectors in three
spatial dimensions. First, v s isomorphic to C3, not R3, because one is allowed to
have complex coefficients for QM Hilbert space vectors. Second, even if that were not
a problem, it does not hold true that, for example, |1,1) is the same as X. We will see
the connection to three-dimensional Cartesian vectors later.
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Operators in the {

j,m)} Basis (cont.)

That is, we have:

Section 14.6

[Jz](l) is diagonal and the V(1) subspace is degenerate for it.

Jg) is diagonal and it breaks the degeneracy in the V(1) subspace. We have put
the eigenstates in the order |1,1), |1,0), |1,—1) as is indicated by the ordering
of the J, eigenvalues.

Jﬁf) and J(_l) are not diagonal, and the former only connects a particular m to

)

m + 1 and the latter only connects a particular m to m — 1. J(+1 annihilates

|1,1) and can never yield |1, —1) and similarly JY) annihilates |1,—1) and can
never yield |1,1).

Jil) and Jﬁl) are not diagonal, but we see that they connect states that differ in
m by one unit.
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)} Basis

Operators in the

Rotation Operators in the {|j, m)} Basis

The Ji operator is the generator of rotations about the k axis, and any rotation can
be written in terms of the {J,} as T(0) = exp(—(i/h)6 - J). (This holds for
odd-half-integer j also, though we have not proven it yet.) Any product of two
matrices that are block diagonal in the same manner will be block diagonal too, so we
see that the rotation operator will be block diagonal in the same way as the Ji. So we
see that rotations do not mix states of different j; they cannot change j.

Just as we denoted above the restriction of the J operator to the VU) subspace by, Jo,
we can denote the restriction of the T(6) operator to the VU) subspace by TU)(6).
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Operators in the {|j, m)} Basis (cont.)

If we again look at the V() (&) v(1/2) D v subspace, we can see how the TU)(§) fit
into the larger T(A) operator:

TO®B/200) g)

ljm)
{T(O)(g)]11 0 0 0 0 0
o [T1/2H) T1/2(5) 0 0 0
0 [T(l/z)(ﬁ)Ll [T(1/2)(5)]22 0 0 0
0 0 o [M@], [Ye), [fY@],
0 0 0 [T(l)(é’)]21 [T(l)(g) 22 [T(l)(g 23
0 0 0 [T(l)(§)]31 [T(l)(§ " [T(l)(§ -
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Operators in the {|j, m)} Basis (cont.)

where
[T?@)],, = ©.017@)0,0)
[T0/2@)] = <% % ‘ /2| L, §> [T02@) = <% % ' 7172 ()
[T0/2@)], = <% _! ‘ 7072 () % %> [T02@)] = <% ,% ‘ T1/2)
[T9@)], = @@ 1) [T9@)], = @.1TP@),0)
[T@)], = @1rV@), -1)
[T9@)],, = @@ 1) [T9@)],, = a.o1T@)1,0)
[T0@)],, = @oT@), -1)
[T@],, = . 170G, 1) [T@)],, = . 11TV @)1,0)
[TV@)],, =@, -1 TO@), -1)
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Operators in the )} Basis (cont.)

We may write explicit forms for the rotation operators in the vl subspaces using the
subspace-restricted version of J. In general, we define

>0 1

T0)(5) = exp (7%5. jm) -y (7730) (-39

n=0
This may seem difficult to evaluate, but it turns out not to be because one can show
o~ o n
that (9 . J(J)> for n > 2 can be written as a linear combination of the first 2

powers of 9.3, The j =1 case is similar to the way in which the generators of
classical rotations, the M matrices, satisfied M27 = (—1)" M2 so that only My and
M2 were unique and independent.
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Operators in the {

j,m)} Basis (cont.)

Therefore, we may write

N 2J ~ Sya\ N
TO@) =S () (9 : JU)) (14.8)
n=0
Specific examples are:

T(O)(g") — (0 (14.9)

T(/2)(§) = g +2.59. 30/ sin g (14.10)

R J@® 2 J@®
7Ok = |1 4+ (co, — 1) (2) —isg, <2> (14.11)

where k runs over x, y, z and k is the unit vector for the corresponding direction. Note
that there is no simple form for the j = 1 case for arbitrary 6 because of the fact that
one must necessarily end up with higher than linear powers of J. so noncommutativity
of the J; becomes a problem.
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Operators in the {|j, m)} Basis (cont.)

The fact that the T(g) operators are block diagonal in the same was as the J
operators leads us to call the V) invariant subspaces: rotations may mix up members
of a particular subspace, but they never send a subspace member out of that subspace.
“Invariant” is perhaps somewhat misleading because it suggests that rotations have no
effect at all on these subspaces. A better term might be “closed” subspaces.

We also term these subspaces irreducible because they contain no smaller invariant
subspaces. Shankar offers a detailed proof of this, but, it is rather easy to see the
irreducibility from the structure of the matrix representations of J)(gj) and J}(,J). J)(g’)
always connects a particular state |j, m) to |j,m£+1). A rotation about x will always

)

result in 2j nontrivial powers of J;’ as we explained above. Since J)(;i
to |j,m=+1), 2j powers of J)(gj) will connect |j, m) to all possible |j, m’) since there
are at most 2 other |j,m’). There may be values of the rotation angle for which
these connections van_ish, but that will not happen in general. Hence, there is no
closed subspace of VU) that is smaller than VU,

connects |j, m)

We note that irreducibility of the invariant subspaces is equivalent to saying that they
cannot be made “more” block diagonal — i.e., that the blocks cannot be made smaller.
We can see this by realizing that, if the block for VU) could be made smaller, then the
subblocks would indicate the subspaces of VU) that are invariant (closed) under
rotations, which we have just concluded can be no smaller than V) itself.
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Operators in the {|j, m)} Basis (cont.)

The block diagonal form of the rotation operators we have obtained is termed an
irreducible matrix representation of the rotation operators because it cannot be further
block diagonalized; equivalently, because all the invariant subspaces are irreducible.
The corresponding block diagonal form of the Jand 2 operators is termed an
irreducible representation of those operators for the same reason, though the idea of
“invariance” does not realy apply because these operators are not performing a unitary
transformation. Certainly, though, the idea of “closed” subspaces does apply and
suffices here.
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Operators in the )} Basis (cont.)

Relation to the Degenerate Eigensubspaces of Rotationally Invariant
Hamiltonians

Let’s consider Hamiltonians that satisfy [H, .7] = 0. We term these rotationally
invariant because this condition implies that a rotation transformation about any axis
is a symmetry transformation of H. Note that the condition [H, .7] = 0 implies
[H, J?] = 0. Therefore, our work on eigenvectors and eigenvalues of J? and J, applies.

We can see that the invariant subspaces of the rotation operator, which are also the
closed subspaces of the J and 2 operators, must be degenerate eigensubspaces of a
rotationally invariant H. That is, all elements of a subspace VU) are eigenstates of H
with the same eigenvalue E. This is not obvious just from [H, J?] = 0, and

[H, J;] = 0. Those commutation relations imply that eigenstates of H are eigenstates
of J2 and J, and vice versa. But the commutators imply nothing about whether the
eigenvalues of H, J2, and J, are related.

We may prove this point about eigensubspaces of H by realizing that our rotational
invariance condition includes [H, Jx] = 0 and [H, J,] = 0, which then implies

[H,J+] = 0. If |j,m) is an eigenstate of H with eigenvalue E — which is implied by
[H, /%] =0 and [H, J;] = 0 — then [H, J1] = 0 implies that J5|j, m) is an eigenstate
of H with the same eigenvalue E (unless JX|j, m) = 0). One can reach any of the
{lj, m)} in VU) using enough powers of Ji, so all the {|j, m)} in VU) must also be
eigenstates of H of energy E. Since the {|j, m)} span the VU) subspace, V) is thus a
degenerate eigensubspace of H with eigenvalue E.
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Relation between |j, m) Basis and Position Basis Eigenstates

Relation between the |j, m) Basis and Position Basis Eigenstates

We have established the “structure” of the eigenstates and eigenvalues of J? and J,
via operator methods. The same structure came out of the “differential equation”
method of finding the eigenstates of L2 and L; in the position basis, though this
structure was far less obvious. Now, let’s connect the two by showing how we can use
our operator results to derive the position-basis representation of the eigenstates

{|¢, m)}. This will be very similar to the way we made the analogous connection for
the SHO.

We remark that working in the position basis forces us to specialize from J to L
because the existence of a position basis with particular matrix elements for the L and
L2 operators in that basis is specific to orbital angular momentum. Such a basis
simply does not exist for spin, as we shall see from how we define spin.
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Relation between |j, m) Basis and Position Basis Eigenstates (cont.)

When we did this for the SHO, we began with the fact that the lowering operator
annihilates the ground state. Here, we have that the raising operator annihilates |¢,¢)
and the lowering operator annihilates |¢, —¢). We shall see that we need to us both
relations, so let's begin with both:

Lilt, L) =
Let's project onto the position basis:
(r707¢|(LX + IL}’) Mvj:£> = <r797¢|0) =

We calculated the above matrix elements for Ly and L, in Section 13.5 when we
began the “differential equations” method, so we use those results to obtain

+he'® (%1109%) tr,0,6)=0
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Relation between |j, m) Basis and Position Basis Eigenstates (cont.)

Since we know w;l(r, 0, ¢) must be an eigenstate of L, with eigenvalue ¢k, we
know the solution must be of the form

Wit (r,0,0) = UF“(r,0)e*7t?

Inserting this, we obtain

d 4o
(% —509> U;"(r,0)=0

where we canceled out the nonvanishing ef'¢ and et/¢® factors. This is integrable:

+¢
du; "y d(sp)
U;’EZ Sp

U = R(r) (so)*
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Relation between |j, m) Basis and Position Basis Eigenstates (cont.)

The angular part of 11)2:@ ought to be the spherical harmonic Yzie (Equation 14.4),
after we correct for normalization and follow the same sign convention as we used
before. It is:

!

¢ _+ite
an atg ) e

Y (0,9) = (-1)

That is, Yzie has the same 6 and ¢ dependences as the solutions we found to the
annihilation conditions.
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Relation between |j, m) Basis and Position Basis Eigenstates (cont.)

We of course obtain the position-basis representations by using the lowering and
raising operators on the |¢, +-¢) states:

£m(r,0,9)
= <r7 97 ¢ |e1 :tm>
=(r, 0,6 L™ e, £0)

) (£—m)
= [:Fhew (aﬂ Fiog %)] R(r) Y;°(0,9)

m L—m
= R () |2 T e ime ) () (a

= R(r) Y™

where we recognize Rodrigues’ formula (Equation 14.2) and the formula for the
associated Legendre polynomials (Equation 14.3) in the penultimate step (remember,
u=cy, 55 =u? -1, % = ie)) We recover the spherical harmonics completely.
We note that we used the annihilation conditions on both [¢,+£) simply to make
explicit the symmetry between m and —m in this procedure; lowering Yg would have
appeared to have broken this symmetry.
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Rotationally Invariant Problems in Three Dimensions

Rotationally Invariant Problems in Three Dimensions

Rotational invariance in three spatial dimensions means that H is invariant under a
rotation about any axis. That is, we need [H, L] = 0. While this condition yields
[H, L] = 0, this latter condition is not enough to meet our definition of rotational

invariance.

It is easy to see that [T, Z] = 0 where T is the kinetic energy operator,

T = (P2 + P2 + P2)/2m. We already know [P2 4+ P2, L.] = 0 from our discussion of
rotationally invariant problems in two dimensions. It also easy to see [P,,L;] =0
because L, = X P, — Y Px. So [T, L;] = 0. The same kinds of arguments, with the
coordinates permuted cyclically, work for [T, Ly] and [T, L,].
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Rotationally Invariant Problems in Three Dimensions (cont.)

Therefore, in order for [H, L] = 0, we need [V, [] = 0, which is equivalent to
[V, T(8)] = 0 for any . Let's project this equation onto the position basis:

[V, T(@)] =0

VT@) - T@ V=0

THO) Vv T() =V

(x=u,y=vi,z=wi |[THO) V T(O)x = o,y = vo,z = wp)
=(x=u,y=vi,z=wm|V|x=w,y =w,z=ws)

xX'=u,y' ' =vi,z =m |V|x' =,y =w,z = w)
=(x=u,y=vi,z=wm |V|x=w,y =w,z=ws)

V(x'=u,y' =vi,z = wi)6(u1 — ) 5(vi — v2) §(z1 — 22)

Vix=u,y=vi,z=wi)0(u1 — u)d(vi — »)é(z1 — 22)

v,z =wm)=V(x=u,y=v,z=w)

V(x'=u,y’

The only way for the potential’s functional dependence on the primed and unprimed
coordinates to be the same for any choice of @ is for the potential to be a function of
r only: you know this from classical mechanics. So we restrict to potentials that
depend on radius alone, V = V/(r).
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Rotationally Invariant Problems in Three Dimensions (cont.)

The eigenvector-eigenvalue equation for the Hamiltonian with such a potential in
three dimensions in spherical coordinates is

B2 18(28)+1 8(58)+1 8?
22 -9 7 -7
2u r2 Or or r2sp 00 56 r2s3 0¢?

= E¢e(r,0,9)

+ V(r)}wE(rvev()b)

Referring back to Section 13.5 where we wrote down the differential equation for L2,
we see that the angular terms here are —L?/r?. The equation will thus simplify greatly
when we assume a solution that is an eigenvector of L2. We should also require it to
be an eigenvector of L, since the Hamiltonian commutes with L,. So we assume

YEe(r,0,¢) = Re o(r) Y (0, ¢)

Since L, does not appear in H, we are assured that R(r) has no m dependence, so we
only put E and £ in the subscript. Inserting this form into the above, we obtain

{ 2 [ 19 (r23> Z(Zr—s- 1)} FV(r )} Re o(r) = EReo(r)

2u |2 or or

This is the radial equation for a spherically symmetric potential in three dimensions.
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Rotationally Invariant Problems in Three Dimensions (cont.)

We note for later reference that we have effectively factored the Hilbert space. The
Hilbert space is

V:Vr®V97¢:Vr®( (Z 0)@V( )@V(Z 2) )

Our eigenstates are of the form

|E.,m) = |E, ))& |¢,m)(®)
with — O(r|E,0) ) =Re,(r) and 90,616, m) ") = Y(0,4)

We will drop the superscripts (r) and (8:9) on the states since there will not be
ambiguity. We will keep them on the operators.
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Rotationally Invariant Problems in Three Dimensions (cont.)

Our Hamiltonian has the form
1 2
— |7 (r) 0,¢) + ~ |p(n 27(6,¢)
H=[T0+v0] o1 +2#[R] ® [12]
with

(r,0,¢] ([T(' RV >] ®/9¢)|E 6,m) = (r| [T<')+ v('>] |E,£)(0,¢1¢,m)
rITOlE ) = - 5 (25)| Restr)

2u |2 or or
(rIVOIE, ) = V(r)Re o(r)
1 2 1 2
L () 21(6, _ L (r) 2
2u<r,9,¢>|([R] ® [L?] )lE,e,m>72u<r|[R] |E,€)46,6|L%]¢, m)
= LI E )0, 6 e+ 1) |6 m)
2p
1 RRe(l+1
_ ﬂ%;@E,Z(m@m(e, ®)
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Generic Properties of Solutions of the Radial Equation

Simplifying the Radial Equation

What can we learn about solutions of the radial equation without detailed knowledge
of the potential? We shall answer that question in this section.

We begin by rewriting the radial wavefunction as

UE o(r)
Ree(r) = ———
r
because the radial equation then simplifies to the reduced radial equation

K d? (04 1) R2

Dg(l’) UEJ(I‘) = _ﬁ ﬁ V(r) + 2ur2 UE’g(r) =E UE,Z(r)

This looks like the eigenvector-eigenvalue equation of the Hamiltonian in one
dimension for a potential

(L +1)R2
Ver() = v(r) + DI
2ur
with the additional restriction that r lies in the interval [0, c0). This effective
potential, which includes a centrifugal barrier, will be familiar to those who have

studied spherically symmetric potentials in classical mechanics.
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Generic Properties of Solutions of the Radial Equation (cont.)

Hermiticity Requirement
Since we now have something that looks like the eigenvector-eigenvalue equation for a
one-dimensional Hamiltonian defined over an interval, and we have the Hermitian

operator Dy(r), we must check that the standard Hermiticity boundary condition is
satisfied. That is, we require

/000 dr Uf (DeUz) = [/000 dr Uf(DeUl)T

The piece of this due to Vg (r) trivially satisfies the above because Vg is a real
numerical function, not an operator. So we must consider the derivative operator

piece, which is
/ dr Ul U2 / dr Ug U
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Section 14.9

Generic Properties of Solutions of the Radial Equation (cont.)

Let's manipulate the RHS:

d? d
RHS = / drUg U:Uz U1

oo 2
+/ clrdU2 i

°°_/°°d dUs duy
0 dr dr
duy
dr

> dU2

0

= U,

So, to obtain LHS = RHS, we require

duf  dU e
[U L= 1*} =0
dr dr 0

d oo
— [U> UF =0
el 1]0

To evaluate the oo limit of the above, we need to know the behavior of Ug ,(r) for
r — oo. We can set this by requiring normalizability. We already know the angular
part of the wavefunction is normalized to unity when the solid angle integral is done.

The radial portion of the normalization integral is

/ drr2|REg / dr‘UEg
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Generic Properties of Solutions of the Radial Equation (cont.)

In order for this to equal unity, we need Ug ((r) — 0 as r — co. To make it
normalizable to a delta function, we require Ug 4(r) — e’kras r — oo just as we
would for any one-dimensional problem. For the decaying case, the r — oo term
vanishes. For the oscillating case, just as we showed in the case of plane waves in one
dimension, the upper limit also vanishes. So, we are left with the condition

d
2ol =o
dr[2 1]0

Clearly, the function acted on by the derivative must converge to a constant as r — 0.
Since U; and U, are arbitrary, each one must converge to a constant separately. So
we have the additional requirement

r—0

U(r) — ¢

with ¢ a constant.
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Generic Properties of Solutions of the Radial Equation (cont.)

Form of Solutions for r — 0

We have established that, in order for the Dy(r) operator to be Hermitian, we require
Ugo(r) — casr—0and Ugo(r) — O or e’k as r — co. Now let us check whether
these requirements are consistent with the eigenvector-eigenvalue equation.

Let's first check r — 0. It is insufficient to check the one-dimensional equation for

U ¢(r) because the relation Rg 4(r) = Ug (r)/r breaks down at r — 0 unless

Ue ¢(r) — 0 as fast as r. So we need to check the eigenvector-eigenvalue equation for
the full Hamiltonian of a particle in three dimensions. That is

h2
~oa V2Ye 0,m(r, 0 9) + V(r) Vg 0.m(r, 0, 9) = E e o m(r, 0, d)

which, based on our asymptotic form for r — 0, reduces to

n? Ree+1)71 1
[f—v2 V7 i Ch )] [y
2u 2ur? r r
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Generic Properties of Solutions of the Radial Equation (cont.)

This is problematic in two ways. First, for r # 0, V2(1/r) = 0 for r # 0, so we obtain

V() =Y E - 2L (04 1)
2ur?

This is not a very generic form for the potential near the origin.

The other problem occurs at the origin. The derivatives involved in V2(1/r) become
infinite as r — 0. We have to resort to Gauss's Law to determine its value in a
rigorous manner. Consider the integral of V2(1/r) over the sphere of radius r, whose
volume we will write as V(r) and whose surface is S(r). We can transform the integral
using Gauss's Law:

1 -1
/ dQ(r’)2dr’V2—/:/ dQr’?-vV—
V() r S(n) r
:471'1*2il
drr
=—4T
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Generic Properties of Solutions of the Radial Equation (cont.)

The integral is independent of the size of the volume and yields a constant. This is
exactly the characteristic of a delta function. So we conclude

v2% =476(7) =478(x)8(y)6(2)

Plugging this back into the eigenvector-eigenvalue equation, we see the it can only be
satisfied if V(r) — &(F) at the origin. Again, a very special case that we will in general

not be interested in.

The only way to resolve the above problems is to set ¢ = 0. That is, for r — 0,
Ue ¢(r) — 0. How quickly Ug ¢(r) must vanish will be studied next.
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Generic Properties of Solutions of the Radial Equation (cont.)

Let's now assume that V/(r) is less singular than 1/r2 for r — 0. The reasons for
doing so are: 1) most physical potentials, such as the gravitational and Coulomb
potential, satisfy this condition; and 2) this allows us to assume the centrifugal term
dominates near the origin for £ # 0, so the exact form of the potential becomes
unimportant there and we may derive generic properties. In this limit, the
one-dimensional equation reduces to

2
g un ="y

where we have dropped the E term and hence the E subscript because the E term
becomes negligible as the centrifugal barrier dominates for r — 0. The appearance of
two powers of r in the denominator when two derivatives are taken suggests power law
behavior; assuming Uy(r) = r7 implies

y(y—1)=£(£+1) = y=4+1 or yv=—-4

also known as the regular and irregular solutions because of their behavior near the
origin. The latter one fails our condition Ug 4(r) — 0 for r — 0, so we keep only the
regular solution. Since £ > 1, we are assured that Rg ¢(r) = Ug ¢(r)/r — 0 as r — 0.
Hence, there is no probability for finding the particle at the origin, which is consistent
with the infinitely large potential barrier there.
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Generic Properties of Solutions of the Radial Equation (cont.)

For £ = 0, which we did not consider above, the form of the solution will now depend
on the potential, and possibly also on E if the potential goes to a constant or vanishes
at the origin. Nothing generic can be said. In the context of the hydrogen atom, one
can see that the above form Uy(r) = rf*! is also valid for £ = 0 for the Coulomb
potential. This results in Rg 4(r) — r/r =1 as r — 0, so the absence of a centrifugal
barrier allows the particle to be found at the origin.
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Generic Properties of Solutions of the Radial Equation (cont.)

Form of Solutions for r — oo

Let’s consider potentials for which V(r) — 0 as r — oo so that the form of the
potential in this limit is unimportant. There are important violations of this condition
— the SHO, for example — that must be considered case-by-case. But, for potentials
that vanish at oo, the eigenvector-eigenvalue equation reduces to

2pE
kK2

d2

— Ue(r) = — Ue(r

o Ue(r) (1)
We see that the dependence on £ vanishes because the centrifugal barrier term
becomes negligible, so we label solutions by E alone. The form of the solution to the
above equation is an exponential, though whether it has real or imaginary argument
depends on the sign of E.

Section 14.9 Rotations and Orbital Angular Momentum: Generic Properties of Solutions of the Radial Equation Page 807



Generic Properties of Solutions of the Radial Equation (cont.)

For E > 0, the exponential has an imaginary argument and our solutions are of the
form

, . 1
Ue(r)=Ae'*r 1 Be k" k= %\/ﬁ

which makes sense, since it looks like a free particle.

Let's consider how this asymptotic form must match onto the form at smaller r. Since
the solution must have rf*! dependence near the origin, and the exponential form
cannot provide this, there must be a multiplying term that matches onto the
power-law dependence at small r and that becomes constant at large r. To determine
this factor, we want to consider the problem in the regime where V/(r) is not negligible
but is small compared to E: we will thus see the multiplying factor transition from a
power law to a constant. It should be clear that this regime is perfect for applying the
WKB approximation: for V/(r) = 0 exactly, the wavefunction’s wavelength will be
constant, A = 27 /k, but for 0 # |V(r)/E| < 1, A will be slowly varying.
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Generic Properties of Solutions of the Radial Equation (cont.)

That is, we start with the standard WKB form

Ue(r) = e #0) qS(r):/rdr 201 (E — V(1)

o

(ro is some arbitrary reference point at large enough r that |V/(r)/E| < 1 holds)
Making the approximation |V/(r)/E| < 1 lets us Taylor expand the square root:

r 1 V(r! r hk [T
¢>(r):/ dr’ 2,uE<177 (')):hk/ dr'f—/ dr'V(r')
i 2 E o 2E /,

— Rk (r — ro) — ﬁ/ dr' V(')
o

So we have

) i r
UE(r) = f(ro) eilkr exp (:FE % dr’V(r’))
o

where f(rp) is a normalization factor that depends on the choice of lower limit of the
integral.
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Generic Properties of Solutions of the Radial Equation (cont.)

Now, we want the V/(r) integral to converge as r — co so we recover the pure
plane-wave behavior; that is, we need

/r:o dr'V(r') = c(ro)

In order for the integral to converge, we need V/(r) to fall off faster than 1/r;
V(r) = 1/r will make the value of the integral depend logarithmically on the infinite
upper limit, yielding an infinite integral. This condition may be rewritten as

rv(r) =30

(When we consider scattering, the lack of convergence of the integral for potentials
that fall off like 1/r or slower will manifest as an infinite cross-section for scattering.)

Note that, because there are two allowed solutions (the + signs), there are two
coefficient degrees of freedom. These will be determined by requiring this solution to
match onto the wavefunction for smaller r. Because there are two matching
conditions (wavefunction and its derivative) and two degrees of freedom, we expect no
restriction on k and hence no quantization of energies for E > 0.

Section 14.9 Rotations and Orbital Angular Momentum: Generic Properties of Solutions of the Radial Equation Page 810



Generic Properties of Solutions of the Radial Equation (cont.)

For E < 0, the exponential has real argument. As usual, we must reject the growing
solution because it cannot be normalized, so we have

1
Ue(r) — e k= \2ulE]

h

We may repeat the WKB procedure above to find
—Kkr 1 p " /
Ue(r)=f(r)e " exp(—= — [ dr'V(r’)
h Rk Jr

which yields the same condition on V/(r) to yield the purely decaying form for r — co.
We note, though, that for the Coulomb potential, the logarithmic dependence of the
integral on the upper limit manifests as a power law in r:

r r
1
/ dr’'V(r') = —ez/ dr' = = —e?(Inr —Inry)
0 0 r
= U,:-(r):g(ro)r”ez/hz'i e "’

(In the free-particle case, the logarithm is multiplied by i, so it does not result in a
power law in r, but in a nonconvergent complex phase.)
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Generic Properties of Solutions of the Radial Equation (cont.)

%, and hence E, will become discretized by the requirement that Ug(r) match onto a
solution valid for moderate and small r: there will be two matching conditions
(wavefunction and derivative) but only one normalization degree of freedom to use, so
the freedom in k will be reduced by the other condition. This is the standard manner
of obtaining discretization of bound states in one dimension.

. . . 0
One can show that the eigenfunctions of Dy with E < 0 and U == 0 are
nondegenerate in the same way that we showed that bound states of the Hamiltonian
for one-dimensional systems are nondegenerate.

Hence, we are assured that there is an orthonormalization condition for bound states
oo
/ dr Ug o(r) Ug:s o(r) = dg e
0

or, using ¥ ¢ m(r) = Re o(r) Y;7(0, ¢), the orthonormalization condition for the full
3-dimension bound eigenstates is

(o) s 27
/0 r2dr/0 sedG/O do Vg 4 m(r0,0) Vs 07 me (1, 0,0) =g /80,010 m

Of course, the bound states are orthogonal to the free states, and the free states will
satisfy a delta-function normalization in E that we will discuss below.
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Solutions for Specific Rotationally Invariant Potentials

The Free Particle

This example is discussed in detail in Shankar, so we only quote the results here. It is
instructive to read Shankar, though, because the technique used to obtain the radial
solutions is an interesting application of raising and lowering operators. One could just
do the standard series solution for the differential equation, too.

For the free particle, the reduced radial equation becomes

2 1 1
e e Uge(r)=0 k= —+2uE
dr? r2 h

One can solve the equation easily for £ = 0, and the equation looks like the SHO
problem with r? replaced by 1/r?, so one is prompted to define raising and lowering
operators, solve the £ = 0 case, directly, and use the raising operators to obtain the
£ # 0 solutions.
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Solutions for Specific Rotationally Invariant Potentials (cont.)

One can also solve the problem using series solution techniques, though there will be

no termination requirement since the solutions should converge to e/ k7. The
resulting solutions for R(r) are called the spherical Bessel functions, j,(p) and
spherical Neumann functions, na(p), where p = k r. The first two of each of these are

, sin p cos p
Jjo(p) = mo(p) = —
P P
. sinp  cosp cosp sinp
alp)=— - mp)=—-——-—
o P p P
These functions have asymptotic forms
{4
: p—0 4 p—0  (2¢0—1)1
Jje(p) — m ne(p) — —w
—oo 1 — 1
=5 (o) =5 L o (oo T)
P 2 p 2
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Solutions for Specific Rotationally Invariant Potentials (cont.)

Only the spherical Bessel functions are regular as p — 0, so they are the solutions we
are allowed to use. This reflects the matching conditions to the solution at the origin
and discards either the cos-like or sin-like solution for each value of £. The full
solutions are then

¢E,z,m(f,9’¢) = <r’0¢|E7‘€7m>
=({rl®0,¢])(IE, L) ® [, m))
=(r|E,£)(0,91¢,m)

k) YP©.6) k=3 \EnE

where we have written the solution as a direct product of states in the V, Hilbert
space that describes the radial behavior and the Vg o, Hilbert space that describes the
angular behavior. The orthonormalization relation is

s} 5 T 2T
/0 rdr/o sedefo A Wt o (. 0,8) Vi1 07,1 (110, 0)

2 /
= g Ok = k)30 0 0m m
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Solutions for Specific Rotationally Invariant Potentials (cont.)

Relation to Free Particle Solutions in Cartesian Coordinates

Again, we don't repeat in detail what is in Shankar. If we consider the special case of
a free particle state of well-defined momentum p = pz, the wavefunction is

1\3%2 ; 1\3/2
bvzlp=pt) = (52) ehr? o (noolp=pz) = (52) ehora

One can show (see Shankar for details)
i oo
elfreo =it (204 1) jo(k r)Pe(cp)

oo 2

— ~ YA P
<= = = 20+1)|E=—,4,m=0
|P = pZ) E i ( )‘ 2 >

£=0

oo P2
:Zié(%-&-l)‘E: —,Z>®|Z,m:0)

=0 2p

where we have written the eigenstate |E, ¢, m) of the Hamiltonian in factorized form
as explained earlier.
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Solutions for Specific Rotationally Invariant Potentials (cont.)

Then, one can obtain a state with the momentum directed in an arbitrary direction p
by applying the appropriate rotation operator to the above state. That is, suppose one
wants to know the free particle state with momentum operator eigenvalue

P=Xpso,cy, +¥YPSo,5p, + ZPCp,
The classical vector j is obtained from pz by a rotation by an angle 6, around the

direction Xs;, — ¥cg, (you can check this explicitly). Thus, the QM state |5 ) is
obtained from |pZ) by the corresponding QM rotation operator:

1) = T (65 [R50, — Vs,] ) 18 = p2)

> 2
= ;if (2¢+1) ’ E= 57,€> @ T® (Gp [?sd)p —}7C¢PX]) 6, m=0)

where T is the identity operator in V,, the space in which |E,¢) lives, and acts on
the |¢, m) portion of the state in the manner that we described earlier for the action of
rotation operators in the |j, m) basis.
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Spin in Quantum Mechanics

Formulation

So far, we have considered particles whose position-basis representations consist of a
single number at every point in space — this is the position-basis wavefunction.
However, it is found empirically that most fundamental particles and many composite
particles have associated with them an orientation information that is not encoded in
the spatial wavefunction. This orientation information seems to act empirically like an
angular momentum.

The archetypal examples of this effect are the Stern-Gerlach experiment and the
precession of a charged particle with spin in a magnetic field. In the former, it is
observed that, in addition to the spatial wavefunction, electrons and atoms can have
an additional degree of freedom that looks like a magnetic dipole moment, and a
magnetic field can be used to separate particles that have this moment aligned or
anti-aligned with the magnetic field. In the latter, it is observed that this magnetic
dipole momentum appears to be associated with an angular momentum, as if the
charged particle were a spinning ball of charge.

For these empirical reasons, we are led to ask whether there is a way to formulate the
concept of not only a position-dependent wavefunction, but one that carries some sort
of “spin” information at each point in space. To formulate such a concept, we need to
return to the concepts of vectors and tensors in classical mechanics; we will use them

to define a concept of spin in QM.
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Review of Cartesian Tensors in Classical Mechanics

Prologue

We have so far relied on your intuitive grasp of what a vector is and how it is affected
by a classical rotation. We need to formalize this intuition into a proper definition of
scalars, vectors, and tensors, Cartesian and spherical, so we may define a sensible
extension in quantum mechanics.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Cartesian Tensors — Definitions

In Section 14.2, we discussed passive and active coordinate transformations of classical
vectors. In discussing tensors, we will be interested in passive transformations because
we will define tensors in terms of the way the coordinate representations of a given
tensor in two different coordinate systems are related.

Recall that a vector & has two different representations (ax, ay, a;z) and (ay/,a,/,a,/)
in two different coordinate systems F and F’ with coordinate axes (x,y, z) and
(x’,y’,z"), with the latter representation obtained from the former by application of

R_ g where 6 indicates how F ' is rotated relative to F:

ay’ cg sp O ax ax

ayr | =| —ss co O ay | =Rpez | ay

a,/ 0 1 az az
with Rp oz = Ra,_9z = R_gz
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Here, we generalize this idea to an object called a tensor that, in a similar way, has
different coordinate representations in coordinate systems that are related to each
other by rotation, but itself has an abstract existence independent of and unchanged
by the choice of coordinate system.

Specifically, if we consider two sets of coordinates axes F and F’ that are related to
each other by a rotation, then the coordinate representation of a tensor in F consists
of a set of numbers (how many depends on the rank of the tensor and whether it is
Cartesian or spherical, which we will discuss below), and the tensor is defined by the
fact that its representation in F '’ is related to its representation in F by a specific set
of transformation laws involving the rotation matrices we discussed in Section 14.2
and 14.6. Cartesian tensors are transformed using the rotation matrices generated by

the M of Section 14.2 (the R_; shown above), while spherical tensors are transformed

using the rotation matrices generated by the |j, m) basis representation of J found in
Section 14.6, the matrix representations of the TU)(9).
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Review of Cartesian Tensors in Classical Mechanics (cont.)

You are certainly familiar with two kinds of tensors. The first, called a scalar, is also
known as a rank O tensor (Cartesian or spherical). A scalar is essentially a trivial
tensor because its transformation law is that its representation in any coordinate
system is a single number and that this number is the same in any two coordinate
systems related by a rotation. Examples include the mass of a particle, the total
energy of a particle, etc.

The second kind of tensor you are familiar with is called a vector or rank 1 Cartesian
tensor. As you know, the coordinate representation of a vector vV in a particular
coordinate system F consists of N numbers (N is the number of spatial dimensions,
N = 3 for what are considering), which we shall denote by (V) or {(V)J} Its

representation in a different frame F’, which we shall denote by @’ or {@j’}, is
related to that in F by

(\7)’ R_;(¥) (15.1)

)-SR,

(We need the underscore to distinguish vV from its coordinate representation (\7) and
we need the parentheses later on when we might consider a different vector v/ and
need to make the distinction between (\7)/, the coordinate representation v in F’, and

(v'), the coordinate representation v/ in F.)
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Review of Cartesian Tensors in Classical Mechanics (cont.)

The eabove equation is the same as the matrix equation we wrote down just a couple
of slides back, except that we have changed our convention on how primes are used
for the sake of brevity of notation: rather than putting the prime on the subscript as
we did earlier to indicate different coordinate representations of the same vector, we
are putting the prime on the vector representation or components themselves.

Let's consider the relations between the unit vectors of the F and F’ frames via the
rotation matrix to be sure these relationships are clear. Denote the unit vectors of the
F frame by {&} and those of the F’ frame by {E‘zj’} where j runs from 1 to 3 for three
spatial dimensions. The {&;} are what we earlier would have called X, y, and Z. The
{é'j’} are what we would have called X/, ¥/, and Z’. Since we have written the prime
on a vector, not a coordinate representation, the prime is telling us é;.’ is a different
vector than §&;.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Here are the coordinate representations in their natural frames and how they are

related:
1 ! O ! 0 !
@)= 0 |=(@) @=|1]=() @&)=1]0|=(&)
0 0 1

The left side of each equation is the coordinate representation of an €; in the F frame
(hence the lack of primes) while the right side is the coordinate representation of an
€’ in the F’ frame; hence the prime both inside the parentheses, referring to the
vector, and outside the parentheses, referring to the frame of the coordinate
representation. The above simply states that the {€;} are the unit vectors of the F
frame and the {é}-’} are the unit vectors of the F’ frame and that they, respectively,
correspond to the basis elements of the F and F’ coordinate representations. You can
see that coordinate representations and matrix representations are not very different
from one another; the former is just a special case of the latter for a Hilbert space
consisting of vectors in three spatial dimensions.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Now, let’s see how the rotation matrices relate the coordinate representations between
frames. Again, F' is obtained from F by rotation by an angle § CCW about the
direction. Then the coordinate representations in the F’ frame of the F frame unit
vectors {&} are obtained from their coordinate representation sin the F frame by

1 0 0
N =2\ a.) —
(&) =R _z| 0 (&) =R_z| 1 (8)=R_z| O
0 1

This is just a special case of our generic transformation rule for the coordinate
representations of a vector, Equation 15.1. Remember, we use R79— because we are

not actively rotating the vectors {&}, we are writing their representations in a
different frame F’.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Similarly, the coordinate representations of the F’ frame unit vectors {&'} in the F’
frame are obtained from those in the F frame by

I
AN Lz’
() =R-#()
However, this is not usually what one wants because, in this case, we know the

/
{(éj’) } are simple and the {(é’*}’)} are not. Rather, we want the inverse equation:

&)~ R;| 0 &) =y | 1 &) =Ry | o
(&) =Rz | O (&) =Ry (&)=Rz| O
0 0 1

where now R is used because we are obtaining the F frame coordinate representation
from the F’ frame representations and the F frame is obtained from the F’ frame by
rotation by —6 about 6.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Now, let's generalize. A rank n Cartesian tensor is an object that satisfies similar

relations between coordinate representations, but involving more rotation matrices and

more numbers in each representation. Specifically, a rank n Cartesian tensor 7 is an

object that has coordinate representation (7°) with N” components (7') - (where N
cein

is the dimensionality of the physical space, N = 3 for what we are considering) with
passive transformation properties

D) = M;’ . [R*5]11k1 [ng]jnkn Dy, (15.2)

We see why a scalar is a rank 0 tensor and a vector is a rank 1 tensor. We will in
general use the Einstein Summation Convention to write the above as

@jlr“jn = [ng]jlkl o [R*é']jnkn @kl'”kn
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Review of Cartesian Tensors in Classical Mechanics (cont.)

A rank 2 tensor has coordinate representations that look like square N x N matrices;
what distinguishes a rank 2 tensor from a simple matrix is the relation between the
coordinate representations in different frames. It is important to remember the
distinction! However, this form lets us write the transformation law in a compact
manner, like we do for vectors:

@ =R, R, @, = R, @, [R5, = [Rd], @, [R5,

(T =R 5 (DRT; =R(DR;

where (T) and (7))’ are N x N matrices and RT = R~! follows from the fact that

rotation matrices are orthogonal matrices (so RT = Reil). The last expression is the

similarity transformation of the N x N matrix (7) by the orthogonal matrix R_.

Section 15.2 Spin Angular Momentum: Review of Cartesian Tensors in Classical- Mechanics Page 830



Review of Cartesian Tensors in Classical Mechanics (cont.)

Tensors — Examples

» The norm of a Cartesian vector is a scalar:

(i’ -@' = i)j/@j/ = [R—§]jm @m |:R_9{|jn ©)

=om (¥), (V) = (V) (), =) ()

2 ImX Zp Ay S S

n

where we have used @/ = R_; (V) and the orthonormality property
[R7~] [R7~] =0mn (i.e., RT = Rfl). We see that the value of the norm
) jm s

of a Cartesian vector is the same in the two frames, hence the coordinate
representations of the norm are identical and it is a scalar. The dot product of
any two vectors is a scalar by a similar argument.

» An obvious rank 2 Cartesian tensor is the outer product of two vectors:

—(3) (B _zRT
@jk_(ij@k or T=3b

Since each Cartesian vector transforms as a rank 1 Cartesian tensor, it is
obvious that the above product transforms as a rank 2 Cartesian tensor:

=@, = 7], @, (7], 8, - R (R ], 0,
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Review of Cartesian Tensors in Classical Mechanics (cont.)

» More generally, if we take a rank m Cartesian tensor U with coordinate
representation components (Z/{)j i and a rank n Cartesian tensor V with
e jim

coordinate representation components (V)k . and contract over — i.e.,,
Lk

match up indices and sum, the generalization of a dot product — any p pairs of
indices, then the resulting set of quantities is a rank m + n — 2p Cartesian
tensor. Proving it is clearly a tedious exercise in index arithmetic relying on the

rotation matrix orthogonality relation [R_g] i [R_é'] = Ok and its transpose
relation |R_ > R > = J;x, much like the proof that the norm of a
-6 Jjm =01 km J

Cartesian vector is a scalar. Taking p = 0 as a special case gives us the simple
outer product of the two Cartesian tensors, which reduces to the previous
example when both Cartesian tensors are rank 1.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

» The identity matrix is a rank 2 Cartesian tensor and, in fact, it is isotropic,
meaning that its coordinate representation is the same in all frames. Let's just
try transforming it to see this:

@, = [f.d], (7., @, = R, [,
- [fed] (R, =0

(We used the “transposed” orthonormality condition |:R79{|jm [R7~] = ik-)

So, we see that the identity matrix has representation § in any frame and that
the representations in different frames are related by the appropriate
transformation relations.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

» We can demonstrate that the €., Levi-Civita symbol is an isotropic rank 3

Section 15.2

Cartesian tensor. Let’s calculate the effect of the transformation rule on it:

@labc = [R79—} aj [R*QA] bk [R*9—] cm @jkm

We may evaluate the above by recognizing that the “transposed”
-0’ |:R70j|jm |:ng km
rows of R look like N mutually orthonormal vectors in N-dimensional space.
(Here we use the term vector more loosely — we have no need to prove that
these rows behave like vectors in rotated frames, we only need the fact that
their component representations in a given frame looks like that of N

orthonormality condition on R = §jk, implies that the

orthonormal vectors.) Denote these “vectors” by ﬁj’, where (ﬁj’)k = [R_(;] .
J

(The " superscript indicates we are treating the rows, rather than the columns,
of R_zas vectors.) With this notation, the above product looks like

ﬁa’ (ﬁg X I_?‘C’) In N = 3 dimensions, the expression will only be nonvanishing
when the triplet abc is a cyclic or anticyclic combination; and the expression will
have magnitude 1 and take the sign of the permutation (cyclic or anticyclic).
These are exactly the properties of €,5c, so we have

[
@abc - @abc
So the Levi-Civita symbol is an isotropic rank 3 Cartesian tensor for N = 3 (and

for arbitrary N, though we will not prove it here). ) ;
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Note that this implies some properties of M:

1. When treated as a single rank 3 Cartesian tensor M with coordinate
representation components (M)abc = (Ma) e = _@abc' M is clearly an

isotropic rank 3 Cartesian tensor. For this particularly interesting case, we
will take the symbol M to stand for the rank 3 Cartesian tensor M. Since
M is isotropic, there is no distinction between M and M.

2. Given a vector §, we define the quantity 6-M by its coordinate
representation in any given frame

[5' M] o @awajk

Thus, @'-M is a contraction over one index of a rank 1 and a rank 3
Cartesian tensor, yielding a rank 2 Cartesian tensor.
3. 0-M has in frames F and F’ coordinate representations 6 - M = 6 - M and

N Y.
(9 . M) = Ql -M/ =60 - M, where the last step in each case is possible

becausgl\_/'l is isotropic. Thus, only the coordinate representation of the
vector 6 need be changed to write 6 - M in different frames.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Active vs. Passive Transformations for Classical Cartesian Tensors

Our definition of Cartesian tensors was in terms of their transformation rules under a
passive rotation — the rules tell us how to obtain, from its coordinate representation
in one coordinate system F, the coordinate representation of the tensor in a new
coordinate system F’ that has been obtained by a rotation of the original coordinate
system F by an angle f. The transformation rule for a Cartesian tensor of rank n was
Equation 15.2

@jll"'jn = [R_g]jlkl o [R_g]jnkn @kl“'kn

(Einstein summation convention) where we have used the underline to indicate
coordinate representation. The underline and the prime are outside the parentheses so
it is clear we are discussing the same tensor 7; the underline indicates “coordinate
representation” and the prime or lack thereof tells us which frame the coordinate
representation is for. For the sake of brevity, we did not use this cumbersome but
more explicit notation before, but it is necessary now. It is similar to the notation we
used in discussing the Cartesian unit vectors.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

We can alternatively define tensors based on active transformations, in which the
coordinate system is left fixed but the tensor itself is rotated. We do this because it
will be more intuitive when we go over to QM. But active transformations are more
difficult to make intuitive sense of classically; it helps to think of the tensor as being
attached to some physical object and for the rotation to be a rotation of the physical
object. An example would be the inertia tensor of a rigid body, which rotates with the
rigid body when the rigid body is rotated relative to the coordinate axes. There has
been no new coordinate system created. This rotation yields a new tensor 7'. How
do we obtain the coordinate representation of the new tensor 7/ from the coordinate
representation of the original tensor 7', both in the single coordinate system F that we
have referenced so far? Let's first quote the result, which is as you would expect from
our discussion of passive vs. active coordinate transformations in QM:

(T/) = [R§]j1kl [R(ﬂj,,k,, (T)k1~~~kn (15.3)

J1°+Jn

Here, (7'). . indicates the coordinate representation of the new tensor 7’ in the

v
frame F in which we already have the definition of the original tensor 7.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

!
Let's prove the above, which is very similar to the earlier proof (EJ’) = R§(€}’) . We

introduce a new coordinate system F’ that is rotated by the same angle @ relative to
F as the angle by which we want to rotate the tensor 7 to get the new tensor 7.
Since F/ and 7’ are both obtained by the same rotation, we expect that

@/:@ AEne @jll...jn :@jlmjn

This is the classical equivalent of unitarity, which is called orthogonality: the
coordinate representation of the new tensor 7/ in the new coordinate system F’ is
the same as the coordinate representation of the old tensor 7 in the original
coordinate system F. To some extent, this is a definition.

Given the above, we have the following based on our passive transformation rule:

(T,)J;mjn - [R*ﬂ]hkl o |:R79{|jnk" @klu.kn

Note that we have coordinate representations of the new tensor 7/ on both sides of
the equation.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

We may use orthogonality now, which lets us replace (7)" with (7)), so

Dy, = Real,, Rl T,

Finally, we multiply both sides by [Rg] i [Rﬁ]m i

Recall that R79~ = Reil, so we have

[Rg] myj [Rg] Mpjn @h'”in = [RG—] miji [R* _‘:|j1k1 o [R9—] Mpjn [R*B—]jnkn (T

Omiky Oy (T/)k

1o okn
=)
my--mp
T’ =R, - [R]., (T
( ).jl"'jn [ B]Jlkl [ G]IHk,,( )kl"'kn
which is the expected active transformation rule.
Section 15.2 Spin Angular Momentum: Review of Cartesian Tensors in Classical- Mechanics
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Review of Cartesian Tensors in Classical Mechanics

Cartesian Tensors of Rank n as a Direct Product Hilbert Space

It should be fairly obvious that Cartesian tensors of a rank n form a Hilbert space with
the real numbers as the field. The necessary “vector addition,” “scalar addition and
multiplication,” and “scalar-vector multiplication” rules follow just as they do for rank
1 Cartesian tensors. The inner product is simply contraction over all indices, which is
a scalar belonging to the real numbers based on the previous discussion:

(T1S) = (1), ()

g1 Jn

Linearity and antilinearity of the inner product are proven in much the same way as for
rank 1 Cartesian tensors. We will call the space of rank n Cartesian tensors 7(").
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Now, what is a good basis for 7(")? One reasonable basis is the set of all rank n
tensors £ whose coordinate representation in the frame F has exactly one element
being 1 and all others being 0; we could label these as {Ejlnjn}, Jk=1,...,N,

k =1,...,n, where the indices indicate which entry is nonzero in the coordinate
representation in F. That is,

(gjl"'jn)kr“k" = Gjiky ks (15.4)

Just as with unit vectors, a different coordinate system F’ will have its own unit
tensors, whose coordinate representation is simple in the F’ frame:

!
/ =y Y
<gj1""n) = %1k 6Jnkn

Ky kn

Note the primes both inside and outside the parentheses: the former indicate that

these are the unit tensors of the F’ frame, and the latter indicates that we are
calculating their coordinate representation in the F’ frame.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Let us translate tensors into our standard Hilbert space notation using kets. We will

denote a tensor by |7 ). Its component representation in terms of the unit tensors of a
particular coordinate system is given by inner product with the appropriate unit tensor,

which we know does the right thing given the definitions above:
(Ejhviju I T) = (gjl“'j”)klmkn@klmk,.
= jlkl e 6jnkn@kl,_,kn
=(T

7‘,1./"

The coordinate representation in a different coordinate system F’ would be given by
inner product with the unit tensors of that coordinate system:

I
!
(&l |T) = (5j;_4.jn)k @,
s

!
= ik " 6J-nkn(T)k1”.kn

=)/

7]1"'Jln
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Review of Cartesian Tensors in Classical Mechanics (cont.)

The above basis for (" suggests a more fundamental way of writing 7(M and its
basis. The coordinate representation of each basis element &;...; can be written as a
product of the coordinate representations of the basis elements (unit vectors) of the
space of Cartesian vectors:

n

(Ehevin) gty = (8] [,
Since any rank n Cartesian tensor can be expanded in terms of the basis elements on
the left, and any member of the space of direct products of n Cartesian vectors can be

expanded in terms of the direct products of unit vectors on the right, we have a
one-to-one correspondence between the basis elements of the two spaces:

n
Epoio <= 8§, 008, = Q) §,
k=1

where ®Z:1 stands for “multiple direct product”, or, in ket notation
n

(o) —— 18) @ @ 18,) = Q) I&;)
k=1
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Review of Cartesian Tensors in Classical Mechanics (cont.)

One can check in addition that the inner product rule matches up between the two
spaces, and thus the Hilbert space of tensors of rank n is equal to the direct product
of the Hilbert spaces of vectors:

N _ (D) M) _ (1)
T =y @@ = @

where there are n elements in the direct product and where the subscripts refer to
which of the n elements is being referenced. The idea of using direct products of unit
vectors in 7(1) as the basis for 7(") is thus the natural thing to do.

Section 15.2 Spin Angular Momentum: Review of Cartesian Tensors in Classical- Mechanics Page 845



Review of Cartesian Tensors in Classical Mechanics (cont.)

With the abstract idea of a Hilbert space, we also have the concept of operators that
are “more than” their matrix representations in a specific basis. In particular, we must
abstract the rotation operator from the rotation matrix we have been working with.
Of course, operators are usually defined in terms of their matrix representations in a
particular basis. So, we simply define the rotation operator R ”)(9) acting on the
Hilbert space 7(" to be the operator whose matrix representation in the basis of the
unit tensors of a particular coordinate frame F is the necessary rotation matrices that
act on the coordinate representation of tensors in that frame. That is, R("(8) is the
operator with matrix representation given by

(v IR (O)|Ery ook ) = [Rglji - [Ral, s, (15.5)
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Review of Cartesian Tensors in Classical Mechanics (cont.)

This form does exactly what one wants to the coordinate representations of tensors.

Suppose we want to do an active rotation on a tensor 7 with coordinate

representation {(T)J, ;i }in F to get a new tensor 7/ with coordinate representation
1o

{(T’)j ; } in F. Let’s do this using the above operator, and project onto the basis
Lo
of unit tensors of F to recover the coordinate representation of 7 ':

(7). =yl T")

J1°"Jn

= (o IRTO)T)
= (&-in IRT() kZ (D), Bt

1 kn
= > (D Eiin ROk,
ky-+kn
= Z [R§]jlk1"'[Rg]jnkn@kr“k"
ki--kn

as desired.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

We can also see that this definition of R("(f) gives us the right passive
transformation behavior. If {|€},...;, )} are the unit tensors of a frame F and
{‘Sjimjn )} are the unit tensors of a different frame F’, with F’ obtained by a rotation

of F by 67 then we can obtain the coordinate representation of a tensor 7 in the frame
F’, {(T)j’ i } from its representation in the frame F, {(’T)j ; } using the operator
i i

(") (f). First note that the definition of F/ relative to F implies that the unit tensors
of F’ are obtained by active rotation of the unit tensors of F:

‘gj;mjn) = R(n)(§)|5j1-~j,.>

Then, (") <€' w17
~—j1+n

= (o | [R (e>] I7)
=3 Dy LRICHIN

B Z [Rié']hlq o {Rfé']jnkn @kl"'kn

as expected.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Our definition of R(")(é) has the nice feature of yielding a sensible direct product
breakdown:
(Ejpevin IROO)Ei k) = Rl [Rel,
= (& IRV (0)|& ) -~ (&, IRV (B) &, )
= (@ le - o@E) [RY@ e 2RO (8) o &)
= (& | [ )@ @ @ RO €k )
n

= R (6) = R((ll))(é) ® - ® Rg))(e*) = R((ig(e“) (15.6)
k=1
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Along with the generalized rotation operator, we should define a generalized generator
iBM()_ The above direct product breakdown shows us how to define it. Let’s first do
the n = 1 case by defining

(é’j\ihl\71(1)|8k>z[ihl\7l]jk = (ElinMVE) = [iAM],  (15.7)

which implies

(& exp (—fiﬁ- th) &)

|:exp (_7’710_‘ ihl\7|):|
Jjk

= [Ryl,, = (& IRO@)I&)

In going from the first expression to the second expression in the above, we skipped
over the steps where we wrote out the power series expansion of the exponential,
inserted completeness in between each power of M) to replace M) with matrix
elements of l\7| and then recollapsed the power series to be apower series in the M
matrix rather than the M(1) operator. Thus, we now have an operator version of the
generator for n = 1.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Now, let's define the generalized generator for n > 1 in terms of M.

ihM) = ,hz WG © &) lio) (15.8)
p#k
= iﬁ[ ((11))®/(2)®“'®/(,,)+I(1)®/\7’((21))®/(3)®“'®/(,,)

Vi)
+ly® @l ® (n)]

i = i3 M e @
k=1

p#k

where the (4) and () indicates which of the n factor spaces of Cartesian vectors the
operators act in.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

We can see that the above definition is consistent with our definition of the abstract
rotation operator:

exp (779 th(")) = exp 7%25 IEM((‘(; ®®I(p)
k=1 prk
T g W) o
= exp (7ﬁ9 lhl\/l(k)) ®®l(p)
k=1 p#k
& g @Y _ o p@ oy — pl)(F
=& exp (fﬁe :hl\/l(k)) = @Rm( ) = R((8)

as desired, so our generalized generator definition is correct. Note that, in going from
the second line to the third line, we made use of the fact that each term in the sum in
the argument of the exponential commutes with every other term in the sum because
each term has nontrivial action in only one of the n factor spaces and each one acts in
a different factor space.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

There is one aspect of the above that We need to explain. It appears that our
definition of the matrix elements of R(" (9) is the same regardless of the frame for
which the {&;,...; } are the unit tensors. How can the representation of an operator be
independent of the basis chosen?

The answer is that the representation is not independent of the frame because the Rg
that provide the coordinate representation for R(" (9) depend on the coordinate
representation of @, which depends on one's choice of coordinate frame F. The
formulae we have given that relate R(" )( ) and R; are completely correct and general,

but they have a coordinate frame dependence through the coordinate frame
dependence of the representation of 6.

A similar issue occurs for the generator M("), too. The operator M) is not
frame-independent because it assumes a set of unit vectors that define the three
directions for component operators in M("). The fact that the formulae that define
M are not dependent on the frame just implies that one always calculates the
version of M(") that is tied to the coordinate frame one is working in. Here, we make
a distinction between frame independence and basis independence. A coordinate
frame defines a set of Cartesian unit vectors {&;}. But we need not use those as a
basis for the Hilbert space, though we may still work in that coordinate frame. This
point will become clearer below.

Section 15.2 Spin Angular Momentum: Review of Cartesian Tensors in Classical- Mechanics Page 853



Review of Cartesian Tensors in Classical Mechanics (cont.)

Choosing a More Convenient Basis for 7(!); The Eigenvector-Eigenvalue
Problem of Rotations for Rank 1 Cartesian Tensors

We now know that (" is a Hilbert space, and we have a basis that is composed of
direct products of the natural basis elements of T(l), the Cartesian unit vectors. That's
fine, but we are bringing the idea of tensors up because we are interested in setting up
quantum mechanical states with reasonable properties under coordinate system
rotations. We know from our study of orbital angular momentum that Cartesian
coordinates are not really the natural way to discuss rotations. We found in Section 14
that the structure of the Hilbert space of QM states of a particle in three spatial
dimensions breaks down quite cleanly if we consider the properties of the states under
rotations by finding the eigenvectors and eigenvalues of the L2 and L, operators. We
found a basis of eigenvectors and eigenvalues of L2 and L, the {|¢, m)}, and we saw
that the space breaks down into a direct sum of degenerate subspaces of [2:

V:V(O)@V(l)@v(z)@,..

(When we considered the more general J? and J, operators, we also found half-integer
j values, but we don't need to consider the most general case right now; this
discussion is mainly for motivation.). Each of these subspaces is invariant under
rotations. Moreover, the |¢, m) states are themselves invariant under rotations about
z because such rotations are generated by L, because they are eigenvectors of L;.

That makes them eigenvectors of T(0) = exp (—% OZLZ> with eigenvalues e
m=—£ —£+1, ..., -1, 0

—im0,
)
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Review of Cartesian Tensors in Classical Mechanics (cont.)

We did not emphasize the latter point much, but it provides important motivation
here We know that M(1) generates classical rotations (recall,

1)(6) = exp(d - M1))), that the components of M(1) satisfy a commutation relation
similar to the one the components of L satisfy, and that [MZ](I) commutes with each
component of M, (We are using the matrix-representation-free operators M) and
[M2]() here because we want to avoid getting tied to a basis whenever possible.) So,
we are led to ask the question: is there a basis for 7(1) that consists of eigenvectors of
[M2](1) and Mgl)? These eigenvectors would presumably simplify the behavior of 7(1)
under rotations in the same way that the |¢, m) basis simplified the behavior of the
the Hilbert space of states of a particle in three spatial dimensions under rotations.

Note that, just because we are not yet picking a basis, we have indeed picked a

coordinate frame because we must choose Cartesian unit vectors before the operator
M@ makes sense.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Before finding these eigenvectors explicitly, we can predict the results. The
commutation relations of the components of M) imply that

i AMD, i aMY) = eppei MY [ M)W, inmI] = 0

The components of i hl\/l(l) satisfy the same generic commutation relations as the
components of Jand L. Thus, our operator method analysis of the eigenvectors and
eigenvalues of J2 and J, applies here: we are assured that there is a basis of

eigenvectors of —R?[M?](1) and i M) that we can label |é’£,l;)> and that satisfy
~RIMVE)) = i+ jer))  inmlEd) = hmled)

k
j=75 kanyinteger m=—j ~(i—1),--j-1j

However, that discussion only said the above values were allowed; it did not say they
had to exist. For example, in the Hilbert space of states of a particle in three spatial
dimensions, we have shown that the particulars of the problem (i.e., the specific
representation of the angular momentum operators, which yield the specific
eigenvalue-eigenvector differential equations) imply that only the integral values of j

exist. What é’,(;’,) states exist in 7(1)?
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Review of Cartesian Tensors in Classical Mechanics (cont.)

To find what the allowed values of j are, we do the obvious thing, which is to write
down the eigenvector-eigenvalue equations of —h2[M?](1):

2 [M W)y = 12 (j + 1) |&))

We know M2 = —21, so we may infer the basis-independent statement [M?]() = —2/.
This gives

212189 = 1% ( +1)8%)

Thus, the —hz[Mz](l) equation tells us j = 1. We may now write é’ﬁ,:,l) instead of é’,‘;’;).
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Next, let’s solve the ihMg) equation. Because we don’t have such a simple form for

ihMél) as we had for —hz[M2](1), we must project this equation onto a basis, so we
use the obvious basis of Cartesian unit vectors, for which we know the representation

of MY is M,

inMMED ) = malel))

()
1

—~
|

39

~—

[ g g - e @
(=), (=) (=),

where we write «+— to indicate the coordinate representation in the standard

=
Cartesian coordinate system, or, equivalently, matrix representation in the basis of
Cartesian unit vectors of 7(1) for the coordinate frame we are working in.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Finding the roots of the characteristic polynomial for the ihMgl) eigenvalue problem
shows us that the expected values m, m = —1,0, 1, are indeed realized:

mh(m’h? — ) =0 = m=0,%1

The eigenvectors are

1 1 0
é‘i”(—»— i éé)<—> 0 € — —
1

g V2 g

Because two of the eigenvectors are complex, we need to expand 7(1) to allow complex
coefficients. There are three reasons to just go ahead and do this rather than worrying
unduly about the fact that classical vectors are not complex. First, though we have a
basis of complex vectors, we can write any real vector in terms of them (because they
are a basis for the complex vector space in which the real vectors reside), and a
coordinate system rotation must leave a real vector as a real vector. Second, the
definition of a vector by its behavior under spatial rotations does not require that the
components be real; that is, there is nothing fundamental in the nature of a vector
about having real coefficients except that the physical vectors we are familiar with
from classical mechanics satisfy this requirement. Third, when we take this over to
quantum mechanics, we will naturally need complex coefficients.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Since the above vectors are eigenvectors of ihMgl), we thus know that they are
eigenvectors of the operator that rotates three-dimensional vectors about the z axis,

RW(6.2) = exp (0:M5)) = exp (—é 6 (i hMS)))

with eigenvalues e~ 'm0z 1 and e/ ™Y That is, these three vectors are invariant
under rotations about z. We did not emphasize this at the time, but the same fact

held for the |j, m) states when acted upon by the operator for rotations about z axis,
T(60,Z).

We also note the obvious fact that the most general rotation operator on this space

ROG) = exp (7 11) = exp (~1 - (in) )

acts on vectors in this space (1) _and produces vectors in this space 7). This is
identical to the way in which T(f) does not change the j value of |j, m) states: it
keeps vectors in V) in VU, or, equivalently, VU) is invariant or closed under the
action of T(6).
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Finally, since we have a new basis for the space that —ihMS) and —h2[M2]®) work
on, the basis of their eigenvectors, let's write their matrix representation in this basis:

10 o0
inM® — o 0o 0| e——
0 _1 lj,m)

1 0 0
R —2p | 0 1 0 | —— [Jﬂ(l)
1 ljsm)

That is, we see that the matrix representations of —j hMg) and —h2[M2]() in the
basis of their eigenvectors {é‘,(nl)} are identical to the matrix representations of the J;
and J? operators in the |j, m) basis for the V(1) space. You can check that, if one
writes matrix representations of M)((I) and M)(,l) in this same basis, those
representations would also match up to those of J>(<1) and JS) and thus the
correspondence inMO — JA) s perfect. Thus, our operators —iAM® and
—FL2[I\/I2](1) are really just analogues of J and J? for the space 7(1). This is an
extremely interesting statement — it says that our generalized QM formalism for
rotation operations, the “operator method” that derived only from the commutation
relation [Js, Jp] = i hJc, also works for classical rank 1 Cartesian tensors. This

suggests that it will be reasonable to define quantum mechanical states for particles
with spin by making use of classical tensors in some way.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

Let us make use of these correspondences to simplify our notation. First of all, the
above correspondence tells us

A0 — g

While the two spaces may have arisen out of different physics, they are, for all intents
and purposes, identical. For the sake of clarity, we will continue to make a distinction
between them wherein we will refer to the space as 7(1) when we use the basis of

Cartesian unit vectors and as V(1) when we use the basis of eigenvectors of —ihMgl)
and —R2[M2](®).

We also realize that i A M®) and J) are the same operator on this space. We defined
i M@ through its matrix representation in the Cartesian unit vector {&} basis via

iR M@ — i KM, but our correspondence above implies that the matrix
e

representation of i A M) in the {é',(,})} basis is the same as that of J() in the {|j, m)}
basis. We will now use J() in all cases.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

In order to clearly distinguish between operators and matrix representations, we define
the matrix J) to be the above matrix representation of i i M(1) and f(l). That is,

inm® — 3O 5@ with
1) ljsm)
" 10 o0 W om0 10 T R
Wonloo of W="l01 01| =211 o -1
00 -1 V210 1 0 V2o 1 o

Then, we may write the matrix representations of the classical vector rotation operator

R()(8) in the conventional Cartesian {&;} basis and the rotation eigenvector {é’,(,,l)}
basis

- N = iz H \/
(& RM (&) = [exp (‘?ﬂ : th)} =Rl
J
2D 1 RO (7180 y — _ig. 30 — [rR®
@ RO@IE) = oo (—10- 1) =[’D)

mym2

where we define R? to be the matrix representation of R(1)(A) in the {é,(,})} basis; it
is also obtained by diagonalizing Rj.
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Review of Cartesian Tensors in Classical Mechanics (cont.)

We recognize from the above that the matrix representation of R()(6) in the {em }
basis is the same as that of T(1)(8) in the {|j, m)} basis. Since these two bases are
the same when one recognizes (1) = V() it follows that R (F) = T(W(F). This also
follows directly from i MM = JO), RW(F) = exp (_E g-inme )), and

W) = exp (~4 0+ IV).

As with i RM® and J®), we will use R(l)(g) when discussing 7(1) in terms of its
Cartesian unit vector basis and we will use T(})(8) when discussing it in the {é‘,(nl)}
®

basis. We will always use R§ for the the matrix representation in the latter basis

because we have no prior notation for this matrix.
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Spherical Tensors in Classical Mechanics

Spherical Tensors

The above example shows us that there is a different way of writing rank 1 Cartesian
tensors that makes their properties under rotations far clearer because the new basis
gives us the eigenvectors of the rotation operator. Can we generalize this idea of
“simple behavior” under rotations?

The first step to generalizing is figuring out what the generalized rotation operation
should be. Our vector example immediately suggests that we should look at the matrix
representations of the Jand 2 operators that we have found for j # 1. We know how
to construct rotation operators based on these other j matrix representations.

Why are Cartesian tensors of rank n not the right objects to consider? We will see
later that it is because they are reducible, while the spherical tensors we are about to
define are irreducible. It would not be incorrect to use Cartesian tensors, but it would
not have the same simplicity. You cannot see this right now. For now, we work under
the assumption that generalizing the rotation operator generated by J( ) is the right
way to go.
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Spherical Tensors in Classical Mechanics (cont.)

We thus define a rank j spherical tensor to be an object TU) whose coordinate
representation (T)(J) in a coordinate system consists of a set of 2j + 1 numbers

{Tn(‘,i)} (or {(TU)) }) with m= —j, —j+ 1, ..., j, that satisfy the transformation
m
rule under passive transformations

(19) =RV, (10) = exp (—% (_g)w) 0) (15.9)

() = 3 [, (1) = 3 o (-4 (-0) )] (79)

M g=— 9 g=—j

q

where (T(j)) is the coordinate representation of the spherical tensor T in the

original frame F and ( (j))/ is the coordinate representation of the same spherical

tensor in the coordinate system F’ that is obtained by rotation by the angle 0 relative
to F. We write JU) to indicate the matrix representation of the operator J9) in the
|j, m) basis; remember, J9) s a representation-free operator, not a matrix! Similarly,

RQ) is the matrix representation in the |j, m) basis of the operator TU)(6) defined in

Equatlon 14.8. Recall that, R is also the diagonalized version of our Cartesian
tensor rotation matrix Rg. Note that, by dint of their definition in terms of the

Hermitian j(j) matrices, the Rg.) matrices are unitary.
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Spherical Tensors in Classical Mechanics (cont.)

The analogous active transformation of spherical tensors is in direct analogy to the
relation between passive and active transformations for Cartesian tensors: we just

. . i / . ; /
change the sign on the rotation angle and replace (7U)) " with (7()’)":

(707) =RD (10 = exp (_E 7 Jw) (79) (15.10)
(19, = £ [W0](19), = 3 [ow (-15.99)]_(79),

We will not prove this explicitly because the proof is identical in technique to the one
we made for Cartesian tensors (and, in fact, is easier because we always have only a
single rotation matrix for spherical tensors).

We know from finding the eigenvectors of ihMﬁl) and —A2[M2](1) that rank 1
Cartesian and spherical tensors are just different matrix representations of the same
objects: we call these objects rank 1 Cartesian tensors when we write their coordinate
representations in terms of the Cartesian unit vectors and consider the transformation
rules for that coordinate representation under rotations, and we call them rank 1
spherical tensors when we write their coordinate representations in terms of the
eigenvectors of —i hMgl) and —h?[M?](1) and consider the transformation rules for
that coordinate representation under transformations.
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Spherical Tensors in Classical Mechanics (cont.)

Our rank j spherical tensors are, by definition, the space V) because we have defined
them by requiring their transformation rules under rotations are the same as that of the

elements of the VU) space. We may define unit spherical tensors {é’,(ﬁ,)} of a coordinate
frame F to be the spherical tensors whose coordinate representation in that frame are

(5%)) = S

n

Because the space of spherical tensors is VU), there is a one-to-one relationship
between these spherical unit tensors and the |j, m) basis for this j:

&9 = j,m)

Note the use of an equals sign rather than a representation correspondence —
spherical unit tensors are the |j, m) basis elements and vice versa. There is no reason

to define Hilbert space basis kets |_’(J)> as we did for Cartesian tensors because we
already have them in the form of the |j, m).
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Spherical Tensors in Classical Mechanics (cont.)
The above implies that

J , ) J .
70 = 3 (TU))mé,(,i) = [10)= 3" (TU))mU:m>

m=—j m=—j

We can see that the basis-free way of writing a rotation operation is exactly as we did
for |j, m) states:

|TU)/> — TU)(§)|TU)>

by simply projecting the above onto the |j, m) basis:

j
Usm|TO") = (j,m|TYO) > 1j,q)(.qlTY)

q=—J
(T(j) /)

Il
)
g
3
Q
—~
1
=
~—

m
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Spherical Tensors in Classical Mechanics (cont.)

Visualizing spherical tensors is basically impossible. Certainly, é’&éi are two

straigtforward linear combinations of X and ¥, and é'(()l) = Z identically. But the use of
complex coefficients for the m = +1 elements makes visualization impossible. Beyond
rank 1, it is hopeless. This is really no different from the way that it is difficult to
visualize Cartesian tensors of rank n > 1. So, one just has to accept that visualization
is difficult and that one has to build up intuition in a different way, through the
mathematics.

Finally, because spherical tensors of rank j are the space VU), the inner product of the
latter carries over, giving

(TW 80y = (T(j));(sm)m
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Spherical Tensors in Classical Mechanics (cont.)

Example 15.1: Spherical Tensors in Classical Physics: Electromagnetic Wave
Polarization

There is an example of spherical tensors in classical physics, the decomposition of the
EM field into circular polarization modes. Consider a plane-wave EM field propagating
in the Z = &; direction. You know that the field can be linearly polarized, and that
there one basis for this linear polarization is X = & and y = &. The electric field is
given by the Cartesian vector

Ex

E=E&+E& « E,
e
0

Ex and E, must be real numbers for linear polarization so that the two polarizations
are in phase and the polarization vector is time-independent.
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Spherical Tensors in Classical Mechanics (cont.)

You also know that one can construct two circular polarization modes, right and left
circular polarization, in which the & component is advanced or retarded by 7/2 in
phase relative to the € component:

Er+EL

2 1 . . 1 . . .
E:ER% (61+162)+ELﬁ(61—162) — 7 i(Er — Er)
€ 0

where Eg and E; must be real numbers to obtain circular polarization (Ex and E, out
of phase by 7/2).
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Spherical Tensors in Classical Mechanics (cont.)

If we allow Ex, E,, Eg, and E; to all be complex numbers, then we can obtain either
type of polarization, or a mix of the two, in either basis. We could make circular
polarization easier to write by defining basis elements

1 1
=1 | S
V2 0 - V2 0
which yields
o - -1 — E
g1 0

The é’g:li are of course two of the three eigenvectors of rotations about the Z direction.

The last, &3 =Z = 5(()1), is the same between the two bases. The latter version is thus

a decomposition of the electric field in terms of the unit spherical tensors of rank 1.
We thus have an explicit example of how a classical vector can be thought of as both
a Cartesian tensor of rank 1 or a spherical tensor of rank 1.
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Spherical Tensors in Classical Mechanics (cont.)

Example 15.2: Spherical Tensors in Classical Physics: Gravitational Wave
Polarization

A rank 2 example would be gravitational waves, which are propagating variations in
the space-time metric, a rank 2 cartesian tensor in four dimensions under rotations
and Lorentz transformations. Spatial rotations only affect the three spatial
dimensions, so we can consider the space-space part of the metric to be a rank 2
tensor under spatial rotations. One can show that this rank 2 Cartesian tensor can be
decomposed into spherical tensors of rank 2, 1, and 0 (one of each). There is a severe
restriction on the form of the Cartesian tensor due to generic physical restrictions on
the allowed form of the metric. These restrictions ensure that the rank 1 and rank 0
and m = 0, %1 rank 2 spherical tensor components are never populated, leaving only
the m = 42 rank 2 spherical tensor components. With that, it is much simpler to
think of a gravitational wave as rank 2 spherical tensor than a rank 2 Cartesian tensor:
the Cartesian tensor carries along far more components than are necessary, and, even
though the rank 2 spherical tensor decomposition has unnecessary components, the
remaining conditions on the tensor are simplified — they are just the requirements
that the m = 0, =1 components vanish.
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Spherical Tensors in Classical Mechanics (cont.)

Connecting Cartesian Tensors and Spherical Tensors via Addition of Angular
Momentum

Now that we have defined spherical tensors, we can try to qualitatively answer the
question of why we chose to create them rather than just sticking with Cartesian
tensors.

We already see that rank 1 Cartesian and spherical tensors, 71) and V(l), are the
same objects, written in terms of different bases for the space. When the distinction is
unimportant, we will refer to them as vectors or rank 1 tensors.

However, there is no simple correspondence between rank n Cartesian tensors and rank
J spherical tensors for n,j > 1. Cartesian tensors of rank n have 3" numbers in their
coordinate representations, while spherical tensors of rank j have 2 + 1 numbers.
While it does hold true that, for any n, there is a j for which 3" = 2 4+ 1, we shall see
later that the rotation properties of rank n Cartesian tensors are not the same as those
of rank j spherical tensors with 3" =2 4 1.
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Spherical Tensors in Classical Mechanics (cont.)

Let us instead recall how one builds up rank n Cartesian tensors from direct products
of rank 1 tensors. That relationship tells us that understanding how rank n Cartesian
tensors relate to spherical tensors is a matter of asking how the space

® o = @ Vi

relates to the various VU) spaces.
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Spherical Tensors in Classical Mechanics (cont.)

We will soon consider a similar problem, which is how one “adds” angular momenta.
By “add”, we really mean “take the direct product.” For example, given a system of
two particles that are each in states of orbital angular momentum ¢ = 1, what is the
angular momentum of the system as a whole? We know that the way to construct the
Hilbert space for the two-particle system is to take the direct product of the individual
particle Hilbert spaces. So, in this example, each particle has a Hilbert space of the
form V, ® Vg@ =V, ® (V(O) eVl av@ g... ) and, by specifying ¢ = 1, we know
that the we are picking the subspace V, ® V(1). So, the joint Hilbert space of the two
particles is the space

(Va0 VE) @ (Var 8 VE) =V, @ Ve @ (V) e V()

where the subscript number refer to particle number (yes, different notation than we
used when we originally described direct products, which is now necessary because we
use U) to refer to the space of states of J2 eigenvalue J)-

We will show shortly that we can decompose VEB ® Vg; as follows:

) o o) _ ) @)
Vo Ve =Vee @ Voee ® Vise)

Section 15.3 Spin Angular Momentum: Spherical Tensors in Classical Mechanics Page 878



Spherical Tensors in Classical Mechanics (cont.)

This kind of result generalizes, showing that we can decompose any direct product
Vi) @ V(2) as a direct sum of VU) with j running from lj1 — Jjo| to j1 + jo, and you
can similarly decompose a direct product of any number of VU). The formalism for
addition of angular momenta will thus provide us a way to write the space of of
Cartesian tensors of rank n as a direct sum of spaces of spherical tensors of various
ranks. That is, a Cartesian tensor of rank n can be written as a sum of spherical
tensors.

Finally, we see why we defined spherical tensors rather than sticking with Cartesian
tensors. The above indicates that Cartesian tensors of rank n are reducible objects,
meaning that the space of Cartesian tensors of rank n can be decomposed as a direct
sum of spaces that are irreducible and invariant or closed under rotations. Quantum
mechanics is always easier if we can reduce our Hilbert space to a set of irreducible
closed subspaces. The Cartesian tensors of rank n are certainly invariant (closed)
under rotations — a rotation does not turn a Cartesian tensor of rank n into a
Cartesian tensor of a different rank — but the space is reducible, as explained above.

Another side of the same statement is that the behavior of spherical tensors under
rotations is simpler than that of Cartesian tensors exactly because the spherical
tensors form irreducible spaces. Irreducibility means that one cannot make the spaces
smaller or simpler.
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Tensor States in Quantum Mechanics

Tensor Particle States — Motivation

Consider a quantum-mechanical particle state [t ). Since we are interested in
coordinate system rotations, we must necessarily work with the position-basis
representation of such a state, (F|¢)) = 14(¥) in a coordinate system F. So far, we
have considered particle states that consist of just a single number at any position in
space. When we change coordinate systems from F to F’ by a passive rotation
transformation, or if we rotate the state itself so that the transformed state's
orientation relative to F’ is the same as the untransformed state’s orientation relative
to F, we use the formalism we developed in Section 12 to calculate

Vg 71) = (1) = (FITHO) = (Flexo (1) 10)

—

FIT@N) = (7l exp (—%5. z) )

Ye(F) = (Flv")

We can explicitly calculate the above by using completeness to insert [ d*r|F)(7|
between the transformation operator and |¢ ), yielding the position-basis matrix
elements of the transformation operator, which will essentially perform a Taylor
expansion to rotate the wavefunction 4(F) around 0 by 6.
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Tensor States in Quantum Mechanics (cont.)

The point of interest here, though, is that there is a single number at each point in
space. This is like a classical scalar. What if, instead, the state were specified by a
vector or a tensor at each point in space? We would expect that this would be a
particular coordinate representation of the vector, and that, under a rotation, there
would be, in addition to the above action on the wavefunction, there would be an
additional transformation of the elements of the vector at each point in space to
obtain its coordinate representation in the rotated frame.
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Tensor States in Quantum Mechanics (cont.)

Tensor Particle States — Formal Definition

The formal way to do this is to define quantum mechanical tensor states to be states
that live in the space of direct products of the kind of QM states for a particle in three
spatial dimensions that we have dealt with so far and a space of classical tensors
(Cartesian or spherical). That is, if V is a QM Hilbert space for a particle in three
dimensions, then we define Hilbert spaces of spherical tensor states of rank j and
Cartesian tensor states of rank n:

st) = v @ v W = v g (15.11)

We have proven that VU and 7(" are Hilbert spaces, so the standard properties of
direct product Hilbert spaces follow: a basis for the direct product space is provided by
all pairs of basis elements of the factor spaces, the inner product of the direct product
space is the product of the inner products of the factor spaces, etc.

We will refer to spaces like V as scalar Hilbert spaces to distinguish them from the
tensor Hilbert spaces of the type we are now defining.
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Tensor States in Quantum Mechanics (cont.)

If {|vk )} are a basis for V and we use the standard spherical unit tensors {|j, m)} for
a particular coordinate system F as a basis for VU) and the standard Cartesian unit
tensors {&j,...;,} of that coordinate system as a basis for 7(") as we defined earlier,
then bases for the spherical and Cartesian tensor spaces are

VD) = 1vie) @ Lj,m) (15.12)

Vidiin) = Vi) @ 1€y ) = [vi) ® Q) 18},) (15.13)
p=1

where we use the ket notation for the classical tensors to remind us that they are
elements of a Hilbert space and, in the last expression, we recall that the unit
Cartesian tensors of rank n are constructed by direct product of unit Cartesian vectors.
We emphasize that a coordinate system must be specified in choosing the {|j, m)}
and {&;,...j,} because they are the unit tensors of a particular coordinate system. This
is a new phenomenon: our scalar Hilbert space states have not required the choice of
a coordinate system; a coordinate system has only been necessary when we want to
project onto a particular position basis |x,y.z) of the Hilbert space. This is an
important fact: it says that the orientation information we are adding by constructing
tensor states must reference a coordinate system.
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Tensor States in Quantum Mechanics (cont.)

Any state in the direct product space thus has the expansion

J ) 3
W)y =3"3" P vi) @i, m) Wy =5 S Wil ) @ 18,4,

k m=—j k jijn=1

We designate spherical tensor states by using lower case greek letters and the U)
superscript and we designate Cartesian tensor states by using upper case greek letters
and the (") superscript. Realize that only for j = n = 1 can the two kinds of states be
directly related. For j # 1 and n # 1, the relation will be more complex.

We obtain these expansion coefficients by projecting the state onto the appropriate
basis element:

(vl @ (G, m]) |00y = Y) (Vi | © (g |) WOy = w7

= T kiidn
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Tensor States in Quantum Mechanics (cont.)

The inner product is, as usual, the product of the inner products in the factor spaces:

(@D 190y = [ 3 6D (v 1@ Gom| | | S v lvip) @ 1 m)

ky,m ka,my

Z k1m1¢k2m2<vk1 ‘V/Q ><J my ‘J: m2>

k1,ka,my,my

Z ¢k1 my 1/},(2 my Okiko Ormymy = Z ¢5<11):'1 ¢’91)m1

k1, ka,m1,my ky,my

Similarly, for a Cartesian tensor state

() jy(n)y — ()= (m)
(O W) = Z ¢’<111 ‘Ukm

kij1-+dn
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Tensor States in Quantum Mechanics (cont.)

Finally, you can think of a tensor state as a tensor whose elements in a particular
coordinate frame (its coordinate representation in that frame) consists of a set of
scalar states obtained by taking the inner product with the unit tensors of that
coordinate frame:

(D)) =G mp9) =3 6 w)
A — ] K

(W) = (€ V) = S i)

1 n P

Note that these coordinate representations are frame-dependent. Hence we see how
the orientation information is provided by these tensor states: the components of the
coordinate representation of the state depend on the coordinate system. The scalar
states themselves also depend on the coordinate system in the usual fashion for scalar
states (i.e., the wavefunction looks different in different coordinate systems), but it is
the added orientation information provided by the different components that provide
the “spin” information.

Section 15.4 Spin Angular Momentum: Tensor States in Quantum Mechanics Page 887



Tensor States in Quantum Mechanics (cont.)

Spin-j Particles, Translation to Textbook Notation

We define a spin-j particle in three spatial dimensions to be a spherical tensor state of
rank j because the behavior of the spherical tensor factor of the state is the same as
the of an angular momentum j. Suppose {|n, ¢, my)} are a basis for the scalar Hilbert
space describing the spatial behavior of the particle in terms of eigenstates of a
spherically symmetric Hamiltonian and the eigenstates of L, and L?; then an arbitrary
state may be written via the expansion

Wy= S ¥, . alntome) @l m)

n,4,myg,m

In textbooks, one usually sees the state written in one of two strange hybrid notations.
In the first, one writes out the spherical tensor factor as a column matrix in the matrix
representation for its |j, m) basis, but leaves the scalar factor as a Hilbert space state:

Zn,f,mg wg?@,mg,ﬂn’ f, my ) ij(j) >
) Sty U0y a6 me ) _ )
bm) | N
Sntmg O gl € me ) p9))
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Tensor States in Quantum Mechanics (cont.)

or in a form in which the scalar factor is projected onto the position basis:

Zn,f,mg ¢nlmgj<r 0 (b‘" e m[>
Zn,f,m[ ¢;(1J,)[,me,171<r’ 07¢|"7£7 m@>

0y e———
) Ir.8.6)®1jm)

Zn,f,mg ¢Hlmg,7j<r 9 (b‘n e m5>

Sntimg Oy Rt (1) m’f(e ) ¥9(r,0,0)
B Zn,é,m[ d)nj)l mg,_/—lRﬂl( ) ¢ (01 ¢) _ wo 1(r 0, ¢)
S ntmg 0 iRt (V)Y (0, 0) w(i}(r, 6,0)

These are the kinds of notation Shankar uses in Exercise 12.5.1 and Chapter 14,
especially Equation (14.3.13).
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Tensor States in Quantum Mechanics (cont.)

Rotation Operators for Tensor Particle States, Properties under Rotation

The natural rotation operator for tensor states is obviously the tensor product of
rotation operators in the factor spaces. Here we write the operators in a basis-free
form:

spherical: UY)(0) = T(8) @ TY)(6) (15.14)
Cartesian: U("(9) = T(6) ® R("(8) (15.15)

where the U) and (") superscripts indicate that these operators act on rank j spherical
or rank n Cartesian tensors states or tensors, as the case may be.
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Tensor States in Quantum Mechanics (cont.)

The action of the above operators on spherical and Cartesian tensor states (active
transformation) are as follows:

active spherical: [’y = UV (G)|yp0)y = UU)(4) Zq,/;(”) vk ) ® |& j))

k,m
=> vl [T@)Iw >] ® [TU)(5)IE,(£) )] (15.16)
km
active Cartesian:  [W(") = U (G)| W) = ) > WD v @18 ,)
Koy dn
= > v, [T<6)\Vk>] ® [RO@)&;...,)]
Kojis+-+sdn
= 3 W [TOW)] o @ [RUG)E,)]
K1 se+sdn a=1

(15.17)

which performes the deswed active rotation on each factor of the direct product state.
Recall that RW(F) = T (8); we use different symbols only so Equations 15.14
and 15.15 can be written in a compact form.
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Tensor States in Quantum Mechanics (cont.)

Of course, the above basis-free expressions are not useful calculationally, so let's write
out how the matrix representations — the expansion coefficients in terms of the above
bases — are related:

(vl @@1) 19"

2 (a7 | [ TV v
Z [ (Vi | T(6;
Pq
v = <<vk |® ®<§ja > [w(m
a=1
2 [T @] (H (& IRV @)z, >]> W q,

vl

ve)| [RY] o Uba (15.18)

Pq1-+dn a=1
= > [T ](H Ma) 9D (15.19)
pa1--an =1
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Tensor States in Quantum Mechanics (cont.)

If we are dealing with rotations, it is almost certain that we will want to use a basis for
the scalar space consisting of eigenstates of L2 and L, (here, we are allowed to specific
orbital angular momentum because we know the space of scalar states refers to the
states of a particle in three spatial dimensions). That is, there will be a basis of states
{IVnem, ) = [n,£) ® |£, mg )} where n refers to the radial state index (quantum
number) and {|n,£)} are states describing the radial behavior (which depend on ¢
through the centrifugal effective potential term) and {|¢, m; )} are states describing
the angular dependence (the usual spherical harmonics in the position basis). This lets
us write our undefined scalar space matrix elements more explicitly:

I TOvp)  — (k| ® (e, me, |) T(O) (Ip, &2) ® €2, e, )

= (k,€1 |P7£2 ><£17 myg, |T(9)|£27 my, )
4
= 8pOtrt, [Réﬂ]

mel mez
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So, we have

0 _ (1) 0) 0)
hlmem = D [R(;'l ]me s [Rg ]mq Vit 2q (15.20)
mg 2,9 ’ ’
n
o = (&) 0)
Vitmg sji-in = . qZ . [R§l ]m[ - (1_[1 [ReT]jaqa) Vpar--an (15.21)
¢,291°""A4n ’ ’ a=

Here we see very explicitly the utility of using spherical tensor states instead of
Cartesian tensor states. With spherical tensor states, the rotation of the orbital

portion and of the spin portion are identical in form, using the matrix RY) . With

Cartesian tensor states, the rotation of the orbital and spin components are different.
And, of course, there are a lot more indices on the Cartesian component. This
complexity will be reflected below in the way that the angular momentum operators
act on the two kinds of states.
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Tensor States in Quantum Mechanics

Angular Momentum Operators for Tensor Particle States

We have written the rotation operators and properties of tensor states in a direct
product form, rotating the scalar state and the classical tensor pieces separately. In
many cases, this is not useful because the Hamiltonian depends on the total angular
momentum, which has a scalar piece (orbital angular momentum) and a tensor piece
(spin angular momentum). We want to see whether there is a way to decompose our
tensor states into states of well-defined total angular momentum.
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Tensor States in Quantum Mechanics (cont.)

Let's write the above motivation mathematically. Our rotation operators are

spherical . U0 (0) = T(3) © TO(@) = exp (,th_ z) & exp (77%9”. jm)

Cartesian : UM (9) = T(8) © R (8) = T(0) © Q) R} (9)
a=1

i1 e & Ty
= exp (—%9~L)®§exp (—%9~IEM(3))
ool ) o iy W
_exp( h@ L)®§exp( h@ J(a))

where L is the appropriate angular momentum operator for the scalar Hilbert space (it
generates rotations of scalar states), JU) is the angular momentum operator for the

VU space, and IW((:)) is the operator corresponding to the generator of classical
rotations in three spatial dimensions for the ath factor space. JjO, inmQ, j((al)), and

ihl\-ﬁ((:)) are the same operator, though we usually use JO when we are acting on

spherical tensors and i M@ when we act on Cartesian vectors, and we only use the
(a) Subscript when we need to specify action in a particular factor space.
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Tensor States in Quantum Mechanics (cont.)

So, we see that a rotation operation consists of simultaneous rotation operations in a
set of factor spaces. Because the total angular momentum of the system should be
tied to the rotation properties of the state as a whole, rather than that of the factor
states, we want to see whether we can write the above as a single rotation operator.
We can see that this should be possible by recalling that the product of the
exponentials of the generators in the factor spaces is the exponential of the sum of the
generators in the direct product space because the generators in the different factor
spaces commute, which we proved in connection with Equation 15.8, the generator
operator for rotations of Cartesian tensors. That is, we may write

spherical :  UY)(0) = exp (— g E) ® exp (—éé j(j))

h
—exp (_%5. [V 416 jw]) (15.22)
. n .
Cartesian : U(")(G) = exp (—é@q Z) ® @exp (—é@q j((;)))
a
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Tensor States in Quantum Mechanics (cont.)

Based on the above exponential form for the rotation operator in the direct product
space, we are led to define the total angular momentum operator J by

spherical: JW =L@ 10) +1g JV) (15.24)
A T e oy D =50 o 62y W
Cartesian:  J" = L[ ® Q_gl) Iy +1© kz—:l Jig ® @ I (15.25)

That is, JU) generates rotations of spherical tensor states of rank j and Jn
generates rotations of Cartesian tensor states of rank n. We will naturally want to find
the eigenvectors and eigenvalues of 7, and 72 for each kind of tensor. We recognize
that the two problems are essentially the same in that they consist of finding the
eigevectors and eigenvalues of the sum of two or more angular momentum operators.
Thus, we will need to turn to the problem of addition of angular momentum in order
to sort out the rotation properties of tensor states in terms of their total angular
momentum.
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Addition of Angular Momentum — States

Overview

We will do two things in this section:

» We will formally show that if one “adds” two angular momenta j; and j> by
taking the direct product of their angular momentum spaces vU1) and v(2),
j1 > Jjo, then one obtains a direct sum of all angular momentum spaces between
v(it2) and VU1—2), inclusive:

vil) g v2) = ylite) g ylite-1) g ... g yli—2+1) g yl1—h0)

P> We will determine the generic form for the expansion coefficients needed to
write elements in the direct sum space in terms of the the direct products of the
basis elements in the factor spaces; that is, we will figure out how to write the
obvious basis kets {|j, m)} of the direct sum space in terms of the product
space basis kets {|j1, m1 ) ® |j2, m2)}. These expansion coefficients are called
the Clebsch-Gordan coefficients.
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Addition of Angular Momentum — States (cont.)

Motivation for “Addition” of Angular Momentum

Let's first understand what we mean by “addition” of angular momentum. We have
already seen a need for this in our demonstration that, when we try to add “spin”
information to a particle state by considering direct products of a scalar Hilbert space
V and a classical tensor Hilbert space, we find that the generator of rotations for the
product space is

spherical: TN =LV +1gJ0

Cartesian: J = [ ® ® l((al)) +1® Zj((;g ® ® l(;))
a=1 k=1 a#k

We have so far written states in this product space in terms of the eigenstates of 12,
L, [J2]U), and JZU). But, since it is the sum operator j that generates rotations in
the direct product space, it makes sense to want to consider a basis of eigenstates of
J2 and J,. We can see how this would be useful physically, as, in many cases, we are
interested in the total angular momentum of the system — summing together the
orbital and spin contributions — rather than the separate pieces.
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Addition of Angular Momentum — States (cont.)

Another milieu in which we would be interested in adding angular momenta is when
we form multiparticle systems. For example, neglecting spin, suppose we want to
consider the orbital angular momentum of a system of two particles. Clearly, if L)

and E(z) are the angular momentum operators for particles 1 and 2 acting in (scalar)
Hilbert spaces V(1) and V), then the generator of rotations in the product space is

J =Ly @ le) + Iy @ L)

Another example would be to consider the combined spin of a two-particle system
consisting of spins j; and j»:

T = J0) g 102) 4 01 g jU2)

Thanks to the generic properties of angular momentum operators, all three of these
examples are essentially the same problem: taking the product of two angular
momentum spaces. So we will find a generic solution to the problem.
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Addition of Angular Momentum — States (cont.)

Formal Decomposition of the State Space

So, let's consider two angular momentum operators, J01) and j(f2), acting in factor
spaces VU1 and V(2). Note that it is completely generic to use the v spaces we
found in Section 14.6, regardless of whether we are considering orbital or spin angular
momentum or integral or half-integral j values, because the eigenstates for any
angular momentum operator can be written in that form. We also drop 3 the
calligraphic font for the total angular momentum because we do not care about the
distinction between the total and individual angular momenta now. So we consider

J=J0 g ) £ G1) g jl2) v = v g yi2)
The basis states for the factor spaces are {|j1, m1)} and {|j2, m2)}. The obvious basis
for the product space is {|j1, m1) ® |j2, m2)}. This is called the uncoupled basis or

uncoupled representation because we consider the angular momentum state of each
factor separately.

Section 16.1 Addition of Angular Momenta: Addition of Angular Momentum'= States Page 904



Addition of Angular Momentum — States (cont.)

The first thing we recognize is that J satisfies the standard angular momentum
commutation relations,

[Ja: Jb] = iheapcc

simply because J is the sum of two commuting terms that separately satisfy the
above. This immediately tells us that our standard angular momentum formalism is
valid for J; that is:

1. J? is allowed to have eigenvalues of the form « = K2 (j + 1), j any positive
integer or half-integer
J; is allowed to have eigenvalues m=j, j—1, ..., —j+1, —j

3. The space of states on which J operates has a basis {|j, m)} of simultaneous
eigenstates of J2 and J, labeled by their eigenvalues j and m. All we need to
determine now is which values of j are in use and how the {|j, m)} are related
to the {ljl, my > ® ‘jg, my >}
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Addition of Angular Momentum — States (cont.)

The second thing we notice is that, because J, commutes with each of its contributing
terms, ng) ® 112) and 10D ng), eigenstates of the factor operators are eigenstates
of J;. From the form of J,, the J, eigenvalue of a product state |j1, m1 ) ® |j2, m2) is
just the sum of the eigenvalues of the factor states; m = my; + my. This immediately
tells us what values of m are accessible: m = j; + j» to m = —(j1 + j2). So, we already
know that the product space must contain VU112); that is, VU1 172) is a subspace of V.
Moreover, just by counting states, we know that VU1 +2) cannot be all of V: V has
(2j1 4 1)(2j2 + 1) states, while VU1+2) only has 2 j; 4+ 2 j, + 1 states; there are 41 j
states to be identified. Those other states must live in other subspaces of V. Finally,
because of the angular momentum structure of j those subspaces must be vU) for
some values of j to be determined. That is, we already know

v @ yl2) = ylita) g Z vy
j tbd

where j tbd means the j values are to be determined.
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Addition of Angular Momentum — States (cont.)

The obvious next question is — what other j values are subspaces of V? We can see
this by walking down the possible values of J, and counting states. Let’s list the
number of possible uncoupled basis states that could yield states of a particular J,
eigenvalue m (the latter we will call the coupled basis). Certainly, m = my + my is
required; then we have

J;  contributing (m1, m2) values
a+i (i)
A+i-1 (uk-1), (1 —1j)
Ati—-2 (ui2-2), (h—-12-1), (h —2j2)

a+i—n (i,2—n), (1—1jp—(n=1)),....,(1 —(n—1),2—1), (1 —n,j2)

A=k (,=0), h—-1,-p+1),....01 =202+ 1,j2—1), (1 —2j2,j2)
h—h—=1 (1—1,-p), (1—=2,—p+1),....,(1 —1=2jp+1,p—1), (1 —1—2j,5)
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Addition of Angular Momentum — States (cont.)

We note the following:

» There is a clear pattern in the first 2 j, + 1 states in the coupled basis: there are
n+ 1 states that can yield m=ji +jp —nforn=0,...,2j,. VU1t2) can only
provide one of these for each value of m, so, as we noted, additional spaces are
needed in the direct sum. For example, for n =1, m = j1 + j» — 1, there are two
uncoupled basis states, so there must be two states with m = j; + j» — 1 in the
coupled basis. Only states in VU) for j > j; + j» — 1 can yield such a state. But
if j > ji + j2, then VU) will also yield states with m > j; + j», and we don't need
any such states — we know there is only one state with m = ji + j» in either the
coupled or uncoupled basis. So there is only one choice for the space to add to
the direct sum, and that is yUi+2-1) A similar argument holds for the
remaining n = 2,3,... 2j>. So we successively add VU1t2—2) yUi+t2-3)
yi+t2—2k) = yli1—i), That is,

yi) @ y2) = yliti) g yliite—1) g ... g yli—2+l) g yli—i) g ...
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Addition of Angular Momentum — States (cont.)

» Moreover, we can conclude that the direct sum terminates at VUFJ—Z), that the
- at the end are unnecessary, by just counting states. The space VU)
contributes 2 + 1 states. The total number of states we have accounted for so

far is
Jith Jith Ji—i2—1
V= S 2e1= S @i - Y @i
j=h—h j=0 j=0

=(i+p)i+p+)+(i+po+1)
—(r——-1)01—j)—(1—4)
=41 p+2h+2p+1=02h+1)(2j2+1)

where we have used Z,,NZO = N(N +1)/2. So, we have accounted for all the
uncoupled basis states. Therefore, we have 2 j, + 1 terms in the direct sum,

yi) @ y2) = yliti) g yliitiz=1) g ... g yli—i+l) g yli—p)
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Addition of Angular Momentum — States (cont.)

» For completness, let's explain which states contribute to m for m < j; — j>. For

Section 16.1

m < —(j1 — j2), the situation is a mirror of what we have done so far, so that's
trivial. For 0 < m < ji — j», one can’t begin with m; = j; (as we do for

m > j1 — jo) because my cannot be large and negative enough to yield

m < j1 — j2; it would require my < —j», which is not possible. So, to obtain a
coupled state with m = j1 — jo» — n, one begins with (m1 = j1 — n,my = —j2)
and ends with (m1 = j1 — 2jo — n,my = jo); there are 2 j + 1 states that
contribute to each m. That exactly matches the number of terms in the direct
sum, and each term of the direct sum contributes one state, so the counting is
correct. This works all the way down to m = 0 or m = 1/2 (depending on
whether exactly one of j; and j» is half-integer or not), which corresponds to
n=ji —j>orn=j1 —j»—1/2. Then, of course, for —(j1 —j2) +1 < m <0,
we just mirror 0 < m < j; — jo — 1.

Finally, we comment that the states in the coupled representation are linear
combinations of the states in the uncoupled basis. For example, for

m = j1 4+ jo — 1, there are two coupled basis states to obtain,
i=a+jm=h+jp—1)and |j=j+jp—1,m=j1+j2—1), and two
uncoupled basis states that contribute, |j1,m1 = j1) ® |2, ma =j> — 1) and
ji,m =j1 —1)® |j2, m2 = jo). The coupled basis states are orthogonal
combinations of the two uncoupled basis states, as we will show below. In
general, the n coupled basis states for some m are n orthogonal linear
combinations of the uncoupled basis states that yield that m. We shall show
this explicitly below.
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Addition of Angular Momentum — States (cont.)

Some examples:

» Combination of orbital and spin angular momentum in the 3-dimensional SHO.
Recall that the eigenvalues and allowed ¢ values for the 3D SHO are

3
E,,,gﬂm:<n+§)hw £=nn—2...,10r0

So £ can take on integer values. Consider the n = 1 state, which allows { =1
only. Suppose that the particle in the SHO potential is an electron with spin
1/2. We have j; =1 and j» = 1/2, so the allowed coupled basis j values are
j=3/2and j =1/2. There are 3 X 2 = 6 uncoupled basis states from j; =1
and j, = 1/2, and there are 4 + 2 = 6 coupled basis states from j = 3/2 and

j=1/2.
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Addition of Angular Momentum — States (cont.)

» Allowed total spin for the proton. The proton consists of three spin-1/2 quarks.

Section 16.1

The spin combinations, combined with possible additional orbital angular
momentum of the three quarks, will add together to yield the total spin of the
proton. Let's first combine the spins of the three quarks. We will begin to use
the notation j to replace the more cumbersome VU) where it will cause no
confusion. We have

S -®

1
2

N~
N =
Il
N |
®
—
—
D
o
-
|
Yo
N |
®
—
N = S—

S
/N
N =
®
o
N——

We see two interesting things in the above. First, we note the “distributivity”
property of direct products over direct sums. This can be checked by
considering the above expression for basis elements. Second, we see that two
spin 1/2 spaces appear in the end. That is, the resulting Hilbert space has two
subspaces that both look like V(1/2). There is nothing wrong with that, we just
have to be careful to explain which subspace we are talking about when we refer
to a spin-1/2 subspace of V.
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Addition of Angular Momentum — States (cont.)

Section 16.1

If we now add in orbital angular momentum, we are assured that the resulting
Hilbert space will be a direct sum of half-integer-spin subspaces. Whether there
is a spin-1/2 subspace will depend on what orbital angular momentum we add
in. Obviously, adding in ¢ = 0 will change nothing, adding £ = 1 will provide
access to spin 5/2 but still allow spin 1/2, etc.

We note that the different subspaces correspond to different particles. Let's
consider £ = 0, so what we have listed above is all that we have. One of the
spin-1/2 subspaces is the proton. The spin-3/2 subspace is the AT, which has
the same quark content but higher spin. The other spin-1/2 subspace is (I
believe) disallowed by the Pauli exclusion principle on quark color, not spin
because the quark content of these particles is up, up, down, so two are
identical.

Another example is the combination of the up, down, and strange quarks, which
yield the spin-1/2 ¥0(1193) and A(1116) particles and the spin-3/2 ¥°(1384)
particle (the numbers in parentheses indicate the mass in MeV). Here, all three
subspaces correspond to real particles because there is no Pauli exclusion
restriction.

States with £ # 0 may manifest as stable particles or as short-lived resonances.
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Addition of Angular Momentum — States (cont.)

Clebsch-Gordan Coefficients

In the above, we have determined the basic structure of the product space formed by
“adding” two angular momenta. Now, let’s figure out in detail how to transform from
the uncoupled basis to the coupled basis; essentially, how to write the natural basis of
the direct sum space in terms of the natural basis of the direct product space.

The generic form for the expansion is, obviously,

J1 J2
Gom)y= > > (lj,m) ® iz, ma)) (G, mi | @ (o, ma|) i, m)

mi=—j1 my=—j>

where the expansion coefficients are called the Clebsch-Gordan (CG) coefficients. We
define

COr2)  — (i, my| @ (o, ma2 ) |j, m)

mympjm

How do we calculate the CG coefficients? We simply start from the top and work
down, making some reasonable choices for arbitrary phase conventions along the way.
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Addition of Angular Momentum — States (cont.)

In detail:

1. First, we know only one uncoupled basis state corresponds to the coupled basis
state of maximum m:

J=hn+im=j+j)=1ij)®l2,ip)

We follow the Condon-Shortley convention in setting the phase factor to 1 for
simplicity. There is a corresponding relation for |j = j1 + jo, m = —(j1 + j2) ),
and it turns out that setting the phase factor there to 1 also is consistent with
what one would get via lowering operators.
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Addition of Angular Momentum — States (cont.)

2. Second, we can obtain all the states |j = j1 + j», m) simply by acting with the
total angular momentum lowering operator J_:
J_lj=j+i,m=ji+j2)
= (ng) ® 102 4 1) g ng)) (Lj1,J1) ® iz, 42))
=/ +4) Gt =1 + 1) L1 = 1) ® L2, j2)
+ 5/ (2 +72) (2 — J2 + 1) L1, 1) ® Lz, j2 — 1)
= hv/2ji Lt jt = 1) ® Lz, j2 ) + /272 Linji) © L2 = 1)

We also expect, based on the fact that J_ is a lowering operator, that
J_li=a+jm=4+j2)
=ivi+ip+tia+ip)it+ti—(Gi+tp)+) li=a+im=j+p—1)
=2 tR)li=ptim=j+j2—1)

Combining the two, we have

G jithmejitp—1)= Vi i) ® Lo = 1) + Vi i) @12 = 1,j2)
’ Vitt+i2

Continuing downward is rather tedious but otherwise straightforward.
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Addition of Angular Momentum — States (cont.)

3. To obtain the top of each ladder for j1 — jo < j < j1 + j2, we simply require
orthogonality of the top of the ladder with the higher j states already calculated,
along with requiring real coefficients. For example, we find
i=j+j2—1,m=ji+j»—1) by requiring it be a linear combination of the
same uncoupled states as |j = ji1 + j2, m = j1 +j» — 1), but requiring the two be
orthogonal and that the new state have real Clebsch-Gordan coefficients.

With that, we are able to obtain all the Clebsch-Gordan coefficients for a given
problem. You can find CG coefficients for some low j combinations in the Particle
Data Book at

http://pdg.lbl.gov/2007 /reviews/clebrpp.pdf

The Particle Data Book is produced by the Particle Data Group at LBNL
(http://pdg.Ibl.gov/).
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Addition of Angular Momentum — States (cont.)

General Properties of Clebsch-Gordan Coefficients

» A CG coefficient is nonvanishing only if j1 — o <j < ji 4+ jo

Section 16.1

(G, m | ® (2,m2]) #0 only for j1—jo <j<ji+j2

A CG coefficient is nonvanishing only if m = my + mo.
By convention, CG coefficients are always real.

By convention,
(Gt | @ G2y i =) isj) 20 forany j—jo <j<j+j2

This fixes the sign of the top state for each j.

The symmetry properties under my, mp, m — —my, —mo, —m imply

(U1 =m | ® (2, =m2 |) [j, =m) = (=1Y*27 ((a, mi | © (2, m2 |) [, m)
The Clebsch-Gordan coefficients define a transformation from one orthonormal
basis to another, so define a unitary transformation and the elements themselves

form a unitary matrix. Because all the coefficients are real, the matrix is in fact
orthogonal. It is just like any unitary transformation from one basis to another.
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Addition of Angular Momentum — States (cont.)
Examples

» Addition of two spin-1/2 angular momenta
Clearly, 1/2®1/2 = 1@ 0. Let's work out the relations between the states
using the above formalism. First, the top and bottom state |j = 1,m = +1) are

obviously given by
1 ® 11
’2 2’2

1
b . E ~
We use the formula given above for the action of the lowering operator on the
top state to obtain

i1 0 1(11>®1 1\ |2 1>®11>
=1im= = 7= N~ Y A A A P
d /2 \272 272 272 22

Finally, we use the orthogonality requirement and the normalization, realness,
sign-fixing conventions to obtain

=0 0) 1 (1 1>® 1 1> 1 1>® 1 1>>
= 7m: = 0= A~ A~ A |1/ A P
J V2 \|2'2 27 2 27 2 2’2
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Addition of Angular Momentum — States (cont.)

For the sake of completeness, let’s invert the above. It is trivial for the
|j =1,m = £1) states, but the other two are not:

1 1 1 1
= I i=1,m=0 i=0,m=0
,2>®‘2, 2> (i=1,m=0)+j=0,m=0))

1 11 1 i .
=3)®|53) = 75 li=1m=0)~li=0.m=0)
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Addition of Angular Momentum — States (cont.)

» Addition of [ and S

Section 16.1

A very typical situation is addition of an orbital angular momentum with a
particle spin. The former is guaranteed to be integer, and the latter is 1/2 for
all fundamental particles we know of. So we have

1 1 1
(@ —-=(0+ = {— =
o3=(+3)e(-3)
Let's construct the states explicitly. First, of course, the top and bottom states

of j=0+1/2:

2 2
1 1
=0+ - m=—(e4+=)) =10, —¢
‘J +5.m (+2>> 6, —0) ®

As usual, we use the lowering operator to obtain the next highest state:

1 1 1 11 20 11
=t S m=t—>) =] 6O ®| 2 —= Y4y -1y @z, -
‘J tm 2> 2041 >®‘2 2>+ 2041 >®‘2 2>
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Addition of Angular Momentum — States (cont.)

Similarly,

bt

-0

Cle—(e-1)) ‘ >

We determine the top and bottom states of j = £ — 1/2 by requiring
orthogonality, normalization, realness, and the sign-fixing convention:

1 1
=l - m=t(—=
‘J 22" 2>

27 1 1 1 11
= L=, -2 ) — 60—1 ==
2e+1| >®‘2 2> 2z+1‘ >®‘2 2>
1 1
— (- m=—(¢—Z
‘J 2" ( 2>>
2/ 11 1 1 1
= 77€ PR - ) - AT A
2£+1| >®‘2 2> 2£+1| ( )>®‘2 2>
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Addition of Angular Momentum — States (cont.)

In general, this is where it begins to get difficult because the next states down

are composed of three uncoupled basis states. But, here, because j» = 1/2, the
direct sum only has two terms and so every coupled basis state is composed of
only two uncoupled basis states. Let's just write it out, leaving the coefficients

to be determined recursively:

) 1 1
J_'J:£+§,m:n+§>
= (L_®/<1/2>+/<f>®s_) <a|e,n+1>®‘1,——>+/3|e,n>®'1,3>)
2" 2 2’2
1 1 1 1 , 1 1
h\/(f+2+n+2> (Z+§fnf§+1)"/:2+§,m:nf§>
=ahy/(l+n+1)(f—n—-1+1) \Z,n)@‘%,*%>

1

4B+ M =nF1) |€,n—1>®‘%,§>+Bh|£,n)®‘%,—%>
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Addition of Angular Momentum — States (cont.)

which yields

L—n e 1 0 @ 1 1>
= o n _ ——
—n+1 (+n+1)(f—n+1)) " 27 2
] 11
——— |4,n—1 i
A T 6 >®‘2 2>

We have a and 3 for n = £ — 1, from these we guess the generic formulae

1 {—n 5 20 (+n+1
Op—p—1 = _— —p_1 = =
n=t-1 2041 2041 n=f-1 2041 2041
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Addition of Angular Momentum — States (cont.)

Section 16.1

Inserting these, we find

el
e+l men-t
J 2 2

{—n+1 1 1 {+n 11
=4 -, —= 4n—1 -, =
\/ 20+1 |’">®‘2’ 2>+ 2z+1"" >®’2’2>
We see that the coefficients obey the expected formulae
£—(n—1) {—n+1
&p—np—1 = =

2041 2041

5 [+ (-1)+1  [L4n

ot 20+1 V241

and that the resulting state is correctly normalized. So our guesses for o, and
Bn were correct and the above result for |[j = ¢+ 1/2,m = n—1/2) holds in
general forn=14¢,..., —¢.
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Addition of Angular Momentum — States (cont.)

Finally, we can obtain the other state of the same m by requiring orthogonality,
normalization, realness, and sign-fixing:

1 1
i=f(— > m=n—=
” 2"=" 2>

L+ n 1 1 l—n+1 11
=/ ¢ SR Y ke VP R
2z+1"">®‘2’ 2> sir1 6" >®’2’2>
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Addition of Angular Momentum — States (cont.)

» Tensors of rank n
We have seen that tensors of rank 0 and 1 (scalars and vectors) correspond to
angular momentum j = 0 and j = 1. Recalling that these spaces were called
79 and 7(), and that the space of states of angular momentum j is denoted by
V), we have 70 = V(0 and 7(1) = V(1) Does the same correspondence hold
for tensors of arbitrary rank n? No, which we can see by just counting basis
elements. Tensors of rank n are a 3"-dimensional space because there are 3"
basis elements (e.g., the unit tensors). The set of states of angular momentum j
is 2 j 4+ 1-dimensional because there are 2 j 4 1 basis elements, the {|j, m)}.
The two dimensionalities only coincide for n=j=0and n=j = 1.

However, recall that

) — () = (v
k=1 k=1
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Addition of Angular Momentum — States (cont.)

That is, the space of tensors of rank n is the direct product of n spaces of

angular momentum j = 1, which means that it looks like the space obtained by
“adding angular momentum” for n angular momenta, all with j = 1. The result
will be of course be a direct sum space of VU) with j = 0 to j = n; but the trick
is to see how many copies of each VU) we obtain. We can derive it by induction.

Suppose
~ )
(n) — n)y )
"0 =3 o
j=1
where CJ.(") indicates the number of copies of VU) in 7("). Then it should be

clear that the formula for (1) s

) ) g 3 cy0)

j=0
=3 c” (Vum s v g Vu—n) ® MV
j=1
VD 4 () 4 ) v
n—1
oY (N +c+ %) v e IvO
j=1
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Addition of Angular Momentum — States (cont.)
Summarizing,

(1) _ o) o) ) ) ) o) ) )
crt=c" =c+c? =+

C("+1) C( )
We must specify “initial conditions” for the recursion using n — 2, which is
72 =y o v = y@ g v g v©
So,

=1 =2 P=3 P=1
=1 =3 =6 =6 =3
=1 =4 P -1 =15 c®P=15 =5

| have been unable to find a generic closed form expression (though there may
be one) for any of the above except for the following:

C,(,")Zl C(”) =n-—1

n—1 "
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Addition of Angular Momentum — States (cont.)

Section 16.1

Given the above, it should be clear that one can do a generalized
Clebsch-Gordan expansion to express a Cartesian tensor of rank n in terms of
spherical tensors of varying ranks with the same kind of breakdown among the
rank j tensors as we have found above for the spaces. An example of this is
72 = (1) ® 1) = y(@) (&) v (&) V(O); therefore, a rank 2 Cartesian tensor can
be expressed as a sum of a spherical tensors of rank 2, 1, and 0. Explicitly, the
formula will be

Qlik=1,mc)=>" Z Lip, m (/pvm|<®ljk:17mk>>

k=1 Jp m=—Jjp k=1

where the jj, that the first sum runs over is determined by n and the breakdown
of 7(" into VU). There is a , index on j, because there may be multiple
orthogonal copies of the same VU) subspace in the direct sum; p indexes them.
Of course, it will be tremendously tedious to calculate all these coefficents for
n > 2, but it is feasible. There are tables of them, called the Wigner 6j, 9/, and
125 symbols, which provide the CG coefficients for addition of 3, 4, and 5
angular momenta respectively; clearly, these are applicable for Cartesian tensors
of rank 3, 4, and 5.
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