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Abstract

We describe the design and performance of the Boomerang experiment, and report

on measurements of the temperature and polarization anisotropies of the Cosmic Mi-

crowave Background (cmb) obtained during the January 2003 flight of Boomerang

(B2K). To enable these studies, we have developed a bolometric detector which is in-

trinsically sensitive to linear polarization. The receiver consists of a pair of colocated

silicon nitride micromesh absorbers that couple anisotropically to linearly polarized

radiation through a corrugated waveguide structure. This system allows simultane-

ous background limited measurements of the Stokes I and Q parameters over ∼ 30%

bandwidths at frequencies from ∼ 60 to 400 GHz.

The science results reported here are derived from 195 hours of observation with

four 145 GHz Polarization Sensitive Bolometer (PSB) pairs [83]. The data include

75 hours of observations distributed over 1.8% of the sky with an additional 120

hours concentrated on the central portion of the field, itself representing 0.22% of the

full sky. The B2K data improve significantly on existing measurements of the cmb

temperature power spectrum at angular scales of 500 . ℓ . 1100. In addition, we

have measured a spectrum of curl-free polarization anisotropies that, in the context

of the most simple adiabatic inflationary models, are consistent with the predictions

of the currently favored ΛCDM cosmology.
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Chapter 1

Introduction

“As a result of this discussion, a most interesting question arises for as-

tronomers and physicists, and that is whether the universe in which we

live is infinite, or whether it is finite in the manner of the spherical uni-

verse. Our experience is far from being sufficient to enable us to answer

this question.”

–Albert Einstein, 1916, The Special and General Theory

The twentieth century has been an impressive period of discovery in both the the-

oretical and observational realms of cosmology. The torrent of observational data,

probing vastly different scales and independent phenomena, have failed to expose

fundamental inconsistencies with the theoretical framework established at the begin-

ning of the century. Significantly, this failure is due neither to the ambiguity of the

theorists, nor to a lack of observational opportunity.

The remarkable progress of the past century has led some prominent cosmologists

to declare the achievement of “cosmic concordance”, and others to make the bold

public claim of “cosmology solved” [30, 162]. Despite this progress, we nevertheless

find ourselves at the beginning of a new century with more questions than we began

the last. We may at least find comfort in the fact that our questions are now better

posed than they were. In this chapter, we briefly survey the current state of our

knowledge; what has become generally accepted as the standard model of cosmology.
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1.1 Modern cosmology

The revolution in our understanding of the structure and evolution of our Universe

since the beginnings of the twentieth century can hardly be exaggerated. While Ein-

stein, Hilbert, and others were developing the framework required for a self-consistent

mathematical description of the Universe, astronomers had only just begun to provide

the data needed to relate the theory to observation.1

Indeed, the degree homogeneity on the largest scales and the existence of a hi-

erarchy of smaller scale structure in the Universe were topics of much debate. The

prevailing assumption was that the Universe was filled with stars at roughly the same

density as that observed in the vicinity of our solar system. Prior to Edwin Hubble’s

estimate of the distance to the Andromeda Nebula, Einstein wrote [40],

“If we ponder over the question as to how the Universe, considered as

a whole, is to be regarded, the first answer that suggests itself to us is

surely this: As regards space (and time) the universe is infinite. There are

stars everywhere, so that the density of matter, although very variable in

detail, is nevertheless on the average everywhere the same. In other words:

However far we might travel through space, we should find everywhere

an attenuated swarm of fixed stars of approximately the same kind and

density.”

It is something of a remarkable coincidence that the formulation of the General

Theory and the first identification of galaxies distant from our own occurred within

such a short period of time. This observational triumph was a direct result of the

insight of one Henrietta Leavitt, a staff member at the Harvard Observatory study-

ing a class of pulsating stars, known as Cepheid variables, in the Small Magellanic

Cloud. Ms. Leavitt systematically combed through thousands of photographic plates,

measuring the variations in time of the flux of a number of stars.

By 1912, Leavitt had compiled enough data to accurately measure the periods of

25 stars. Making the reasonable assumption that all the Cepheids in the SMC were

1I borrow heavily from the excellent and very readable history by Hoskin [70].



3

Figure 1.1: On the left, the original data from which Henrietta Leavitt derived the period-
luminosity relation for Cepheid variable type stars. These stellar objects were, and are,
invaluable tools in the determination of the distance scales in our Universe. The abscissa
indicates the logarithm of the period of brightness fluctuations, while the ordinate shows
the logarithm of the intrinsic luminosity. The right panel shows Hubble’s original survey
showing evidence for the expansion. Due to the limited depth of Hubble’s survey, peculiar
velocities contribute significantly to the uncertainty in the original estimate of the slope.
Modern surveys, extending to much larger distances, provide measurements of H that are
accurate to ∼ 10 %.

equally distant, she was the first to discover the correlation between the period of

these stars and their intrinsic luminosity [98, 167].2

The period–luminosity relation, calibrated more accurately by the observations of

Harlow Shapley, allowed the determination of the distance to a Cepheid simply by

measuring the average flux and period of the star. Not suffering from the fundamen-

tal angular resolution requirements that limit parallax measurements, the Cepheids

expanded by a factor of ∼ 105 the distance scales that could be probed by standard

astronomical observations.

Nevertheless, lively debate regarding the nature and the extent of the Galaxy

persisted until 1923, when Edwin Hubble found a Cepheid variable star in the An-

dromeda Nebula. Applying Ms. Leavitt’s period-luminosity relation, Hubble was able

to establish an accurate distance to the Andromeda Nebula, which was well in excess

2This perhaps understates how remarkable an individual Ms. Leavitt must have been–as a deaf
woman in the late nineteenth century, she yet managed to become the head of the Photometry
Department at the Observatory. Ms. Leavitt, having provided an invaluable tool for cosmological
observations, was thereafter sidelined by the more commanding personalities of Shapley and Hubble.
Over ninety years later, similar distance measurements using Cepheids (as part of the HST Key
project) have provided the most accurate estimate of the Hubble parameter to date [45].



4

of the largest estimates of the size of the Galaxy. Eventually, Hubble’s measurements

went on to show that our Galaxy is one of many such bodies, initiating the dawn of

modern observational cosmology.

1.1.1 Isotropy and the metric

The advent of Einstein’s “theory of invariants” initiated a transformational period

for human understanding of the large scale structure and evolution of the Universe.

General Relativity is an extremely rich discipline; we make no attempt at rigor,

preferring to focus on the conceptual connection to observations. In this regard, we

follow the extremely readable reviews by R. H. Sanders and by Liddle and Lyth [150,

108].

Coupled with the essentially Copernican assumption that the Universe is homoge-

neous and isotropic on the largest scales (the “cosmological principle”), General Rel-

ativity permits a particular family of solutions that are embodied in the Friedmann-

Robertson-Walker line element:3

ds2 = c2dt2 − a(t)2

(
dr2

1 − r2/R2
0

+ r2dθ2 + r2 sin2 θdφ2

)
. (1.1)

The FRW metric defines the coordinate-independent method of measuring time and

space in an isotropic Universe. Our particular Universe is distinguished from other

possible universes by the scale factor, a(t), and the curvature parameter R0. The scale

parameter describes the time evolution of physical distances, whereas the curvature

parameter determines the geometrical properties of the Universe.

The field equations determine the relationship between the mass-energy content

and the geometry of the Universe; the latter determines how the former evolves in

space and time. Under the assumption that the contents of the Universe may be

treated as an ideal fluid (Weyl’s postulate), the field equations of General Relativ-

ity (in particular the time-time component of the field equations) relate the scale

3Although both spellings are found in the literature, I use the most common anglicized version
of Aleksandr Aleksandrovich Friedmann’s last name, though the need for the second “n” is unclear
to me.
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parameter, a(t), to the mass/energy distribution through the differential equation

ä

a
= − 4πG

3

(
ρ+ 3p/c2

)
+

Λ

3
. (1.2)

This is about what one might expect from Newtonian gravity, with the exception

that the gravitational force is sourced not only by the distribution of mass, but also

by the fluid’s pressure, and possibly by some constant term, Λ. Energy conservation

requires d(ρV ) = −pdV/c2. Therefore, if you assume p = wρc2 then ρ ∝ a−1(1+w).

If w < −1/3, then we have acceleration. The space-like components of the Ein-

stein equation, combined with Equation 1.1, relate the mass-energy contents to the

expansion parameter,

(
H

H0

)2

= −
(
rH
aR0

)2

+
8πG

3H2
0

∑

i

ρi a
−3(1+wi) , (1.3)

where H ≡ ȧ/a, rH ≡ c/H0. The evolution of the density parameters has been

explicitly included, such that the ρi above are to be evaluated at the present epoch.

The equation of state for nonrelativistic species such as baryons or cold dark matter

gives w = 0. Relativistic species, such as neutrinos or radiation, will have w = 1/3. A

cosmological constant, Λ, is defined by w = −1. The dark energy (or “Quintessence”),

defined by −1 < w < −1/3, is simply anything that is less strongly damped by

expansion than the curvature term. The contributions from each component are

generally expressed in terms of the fraction of their critical density,

Ωi =
8πG

3H2
0

ρi .

As has become conventional, the Hubble parameter is expressed in terms of h, defined

by H0 = h · 100 [km s−1 Mpc−1]. For most observational tests, the density and

Hubble parameters are degenerate, leading observational teams to report limits on

the quantities {Ωih
2}.

Evaluated at present, where we have defined a ≡ 1, Equation 1.3 can be written
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in units of the critical density

1 −
∑

i

Ωi = Ωk , (1.4)

where we have made the definition Ωk ≡ −(rH/R0)
2. Clearly, if the left hand side

of Equation 1.4 vanishes, Ωk = 0, or R0 → ∞ in Equation 1.1. In this case, the

metric corresponds to a Euclidean (or flat) geometry. The measurement of a small

but nonzero curvature term would require extremely precise fine-tuning of initial

conditions due to the evolution of the density contributions described in Equation

1.3. At early times (a → 0) the relative contribution of the curvature term will be

negligible, whereas at late times (a → ∞) either the Ωk or ΩΛ terms will dominate.

A considerable degree of fine-tuning is required for the curvature term to remain

subdominant if it is not precisely zero.

1.1.2 Expansion

The Friedmann equation (Equation 1.2, sometimes called the Friedmann-Lemâıtre

Equation) implies the natural dynamism of cosmological distance scales; unless the

parameter Λ is tuned to exactly cancel the fluid density and pressure, a net accel-

eration of the scale parameter will result. Therefore, the metric (Equation 1.1) and

the existence of matter imply that the proper separation of coordinates is generally

a time dependent quantity, proportional to the expansion parameter, l(t) = a(t)l0.

Taking the derivative with time, we obtain the expression that defines the Hubble

parameter [104, 105],

l̇ = ȧ(t)l0 =
ȧ(t)

a(t)
l ≡ H(t)l . (1.5)

Hubble’s constant, H0 = H(t0), is defined to be the value of the Hubble parameter

evaluated at the present epoch. Like all physical distances, the wavelength of radiation

propagating over cosmological distances is scaled by the ratio of the value of the scale
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parameter between the emission and observation,

λobs
λemit

=
aobs
aemit

≡ (1 + z) ,

where we have introduced the definition of the redshift, z, which serves as a convenient

evolution parameter. An important distinction must be made between expansion of

the sort described by Equation 1.5 and the sort of relative velocities we experience

daily; they are fundamentally different phenomena.

The concept of an intrinsic “grid” of space-time points is fundamental to the work-

ings of General Relativity. Coordinate positions on this grid indicate the separation

of objects, just as the coordinates on a street map indicate the location (among other

things) of the corner market. If you want to estimate the “proper distance” to the

market, you must first find the relative positions of yourself and the market on the grid

(say, three centimeters). In the notation of Equation 1.5, this “coordinate distance”

corresponds to the quantity l0, not l. Once you have measured l0, it is necessary to

refer to the map’s scale to convert that into a “proper distance” (say, three kilome-

ters). This conversion is exactly equivalent to multiplication by the scale parameter,

a. Our daily experience with velocity is a rate of change of l0 rather than a change

in the scale of a map, and the two must not be confused. The cosmic expansion is of

the latter sort; a change in the way we are to interpret proper distances rather than

motion with regard to the grid.

Unless the Λ term is tuned to exactly cancel the density and pressure terms,

Equation 1.2 suggests that a universe containing any amount of matter or energy

density will tend to evolve, with ä 6= 0.4 The implications of this dynamic space-

time were not lost on Einstein and, in fact, it greatly displeased him (and others)

on aesthetic grounds. While by no means required by the field equations, Einstein

explicitly included the cosmological constant, Λ, in the solution in order to achieve

a “more natural” static solution. In his own words (from the appendix of [40], circa

1935),

4The importance of this “fine-tuning” problem cannot be overstated, and is a topic to which we
will return in the context of Inflation.
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“That the radius of space is independent of time appeared unavoidable

to me at the time, since I thought that one would get into bottomless

speculations if one departed from it.”

Einstein was half correct. Shortly after the publication of the Special and General

Theory, an analysis of Hubble’s survey of distant (extragalactic) Cepheids provided

the first observational evidence for a positive correlation between the redshift and

the distance to objects that are not gravitationally bound. Interpreted as a positive

value of H0, the observational evidence that the Universe was indeed expanding (see

Figure 1.1) led Einstein to abandon his cosmological constant, Λ, and to accept the

notion of a dynamic Universe. Thus began an era of bottomless, if not fascinating,

speculation.

1.1.3 The “Hot Big Bang” scenario

The most straightforward interpretation of the observed expansion is that at some

earlier epoch the Universe must have been more dense and therefore more energetic

than it is today. This hot and dense initial state is the origin of the “Hot Big

Bang” theory (originally referred to as the Gamow theory), which postulates that

the observable Universe has evolved from an initially hot and dense state into its

current relatively cool and diffuse state [47, 48].

A philosophical prejudice toward the concept of a dynamic Universe persisted well

into the 1960’s with the advent of the steady-state theories of Bondi, Gold, and Hoyle

(which postulated the spontaneous creation of energy to support the expansion), as

well as the more fundamental modifications to relativity theory suggested by Milne

and Dirac. Objections to the direct application of Einstein’s General Theory to

cosmological distances were not unreasonable; the only independent tests of the theory

probed gravity on the scale of our solar system, making the application of the theory

to cosmological scales an unprecedented extrapolation. Indeed, it was not until 1965,

with the detection of the cosmic microwave background, that the hot big bang scenario

came into nearly universal acceptance [136, 36].
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Nevertheless, prior to discovery of the cmb, a great deal of theoretical progress

was made on various aspects of the theory. In particular, physicists immediately

recognized the potential of the hot initial phase as a laboratory for nuclear and par-

ticle physics. By the early 1950s, physicists had established the basic relationships

between the baryon to photon ratio and the relative abundance of the elements cre-

ated through thermonuclear reactions in the early Universe. The theory of Big Bang

Nucleosynthesis (BBN) resulted in precise and testable predictions of the relative

abundances of the light elements, which depend sensitively on the validity of the

Friedmann equation during the epoch of radiation domination [1, 47, 48].

A number of researchers (including one Arno Penzias, in 1973), would eventually

go on to make observations of interstellar deuterium abundances that would allow

direct comparisons with the theory of nucleosynthesis. Similar observations would

eventually provide a stunning confirmation of the validity of the BBN scenario, placing

extremely strong constraints on deviations from the FRW cosmology during the epoch

of radiation domination [168, 163].5

Prior to 1965, several independent observations pointed to the existence of an

isotropic background at approximately the level expected from the cosmological back-

ground [48, 39]. In particular, it was known to various groups studying interstellar

molecular line emission (in particular, the hyperfine lines of molecular Carbon) that

the temperature of space was in excess of 2 Kelvin [63].6 In 1961, during the com-

missioning of the Bell Labs receiver at Holmdel, Ohm reported a sky temperature

of 2.3 ± 0.2K, while others at the same site reported similar contributions to the

system temperature that were “not otherwise accounted for” [129]. However, it was

the detection in 1965 of a uniform background emission by Arno Penzias and Robert

Wilson that was positively identified by Dicke, Peebles, Roll and Wilkinson as the

5When combined with the temperature of the background radiation (which determines the photon
number, or ργ in Equation 1.3), these same observations require that baryons contribute no more
than a few percent of the critical density.

6Recent measurements have verified the expected scaling with redshift of the cmb temperature
through observations of high redshift molecular clouds. The measurements provide independent
verification of the validity of the Friedmann Equation at moderate redshift [120].
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primordial background radiation [136, 36].7

Following the initial detection of the background radiation, a series of dedicated

observations not only revealed the spectrum to be consistent with that of a 3-Kelvin

blackbody, as Gamow and others had predicted, but also indicated that the back-

ground emission was fairly isotropic [154, 171]. This presented something of a problem

for cosmologists due to the fact that the horizon size at the epoch of last scattering

subtended an angle on the order of a degree. Therefore, regions of the sky with an-

gular separations larger than a degree could never have been in causal contact. The

apparent isotropy of the cmb raised the question of how such causally disconnected

regions of the Universe could possibly have achieved such close thermal equilibrium,

which became known as the “horizon problem”.

It was not until 1991 that the Far-Infrared Spectrometer (FIRAS) and the Differ-

ential Microwave Receiver (DMR) onboard the COBE spacecraft returned the first

definitive measurements of the temperature and isotropy of the cmb. FIRAS mea-

sured, with unprecedented accuracy, the spectrum of the cmb to be that of a 2.728-

Kelvin blackbody, while the DMR measured the large angular scale anisotropies of the

cmb for the first time. The FIRAS measurement remains the most precise measure-

ment of a thermal Planck spectrum ever made, while the DMR observations revealed

the temperature of the cmb to be isotropic to a few parts in 105 [116, 10].

Despite its many successes, the hot big bang scenario is itself incapable of pro-

viding a natural explanation for the horizon and flatness problems. Perhaps more

problematic, the assumption of homogeneity in theory provides no mechanism for the

formation of structure in the Universe, such as galaxies and clusters of galaxies. It

is now believed that these three enigmas, the horizon problem, the flatness problem,

and structure formation, may share a common solution, namely Inflation. Before

moving on to this topic, we outline the basic approach to structure formation.

7These observations were made while at Bell Laboratories using a surplus maser amplifier, at a
wavelength of 7-cm, and an antenna that had been renovated to test the first TELSTAR communi-
cation satellite shortly after the assassination of Malcolm X.
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1.1.4 Structure formation

As early as the late 1940s, it was recognized that the formation of structure requires

a departure from strict homogeneity at early times; a spectrum of primordial density

perturbations is required to seed the growth of structure under gravitational instabil-

ity. During the 1970s, a number of authors considered the evolution of these pertur-

bations through the epochs of radiation and matter domination, beyond the surface

of last scattering, and on to the nonlinear regime, which results in the formation of

the observed galaxies and clusters of galaxies.

The two most commonly studied classes of perturbation to the FRW line ele-

ment are curvature (scalar) perturbations, Rs(k), and metric (tensor) perturbations,

Rt(k). Curvature perturbations can be expressed in terms of spatial variations in the

amplitude of the curvature, 1/R0, appearing in Equation 1.1. Metric perturbations

are gravity waves, which can be described as small spatial variations in the metric.

Choosing a Cartesian coordinate system in which the perturbation is propagating in

the ẑ direction, this can be expressed as a strain hij = h+ σ3 + h− σ1, where the σi

are the usual Pauli matrices, and the statistical distributions of the h± are described

by the tensor power spectrum Rt(k).

The most simple models consider the evolution of a scale-invariant spectrum of

curvature fluctuations, with all particle species characterized by a common initial

density contrast (the so called adiabatic initial condition), δρi/ρi = gi(k, t). The

initial conditions specify the relationship between the primordial power spectrum and

the density perturbation, gi(k, t), for each particle species, i. Since the fluctuations

are stipulated to be small, each spatial mode propagates independently of the others.

Therefore, for a given cosmological model, it is possible to calculate the transfer

function, gi(k, t) = Ti(k, t) R(k), for each particle species in the Fourier domain,

providing a description of the time evolution of each spatial mode.

Calculations of the matter and radiation transfer functions, assuming a scale-

invariant spectrum of curvature fluctuations, led to the first testable cosmological

predictions regarding the statistical properties of the distribution of the matter and
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energy contents of our Universe. In particular, the solution to the Boltzmann (Eu-

ler) transport equation resulted in early estimates of the radiation (matter) power

spectrum [155, 60, 135].

More recently, numerical tools (such as CMBFAST and CAMB) have been made

available to the community that calculate these transfer functions to high accuracy

over a wide range of scales [151, 106]. At the smallest scales, where the perturbations

become nonlinear, the spectrum of fluctuations can be estimated via massive N -

body simulations. The combination of measurements of the microwave background

anisotropy, the distribution of galaxies [137, 159], and the redshift distribution of

line absorption in molecular hydrogen (the so-called Lyman-α forest) [51], provide

observational constraints on the power spectrum over physical scales spanning an

impressive four orders of magnitude.

1.1.5 Inflation

The concept of inflation was proposed by Guth in 1981 as a modification of the

expansion history of the Universe at early times, supplementing rather than replacing

the hot big bang scenario [52]. While originally introduced to solve some problems

relating to particle physics (copious production of magnetic monopoles), Inflation has

come to provide a framework for understanding the origin and functional form of the

primordial perturbations that seed the formation of structure, as well as a successful

(if ad hoc) solution to the horizon and flatness problems.

Inflation simply postulates a period, prior to the onset of nucleosynthesis (ra-

diation domination), during which the acceleration of the scale parameter remains

positive. As can be seen in Equation 1.2, this condition is satisfied during any period

in which the matter/energy content of the Universe is characterized by an equation

of state more negative than w = −1/3. The result is a period of rapid (usually,

but not necessarily, exponential) expansion, in which the smallest physical scales are

stretched to well beyond the particle horizon.

According to the scale dependence of the terms on the right hand side of Equation



13

1.3, the rapid growth of the scale parameter decreases the contribution of all particle

species (including the curvature component) relative to the term driving inflation.

This introduces a natural insensitivity to the initial curvature and geometry of space-

time, and explains how causally disconnected regions of the present day Universe have

achieved the observed degree of uniformity.

The most simple inflationary model, termed “slow roll” inflation, consists of a

single scalar field, φ(r, t) evolving through a potential, V (φ). From the Lagrangian of

the scalar field, one can show the pressure and density terms to be of the form [108]

ρ c2 = 1
2
φ̇2 + V (φ)

P = 1
2
φ̇2 − V (φ) ,

(1.6)

The term “slow roll” derives from the condition for inflation, ρ c2 + 3P < 0, which

implies that the kinetic term be small compared to the potential, φ̇2 < V (φ). It is

assumed that the energy content of the Universe is dominated by the dynamics of the

scalar field, which evolves to a minimum of the potential by the time inflation comes

to an end.

Quantum fluctuations of the inflaton field result in spatial perturbations, φ(~x) =

φ0 + δφ(~x), to the fields appearing in Equation 1.6. The relationship between the

scalar and tensor perturbations, R(k), and those of the inflaton field, δφ, is obtained

by inserting the perturbed equations 1.6 into equations 1.2 and 1.1, and then equating

the perturbations R with those of the inflaton field δφ(~x). The form of the inflaton

potential, V (φ), determines the spectrum of the primordial perturbations through its

relation to the scale parameter, k = aH/c. The physical scale of quantum fluctu-

ations in the scalar field is accelerated beyond the horizon during inflation. After

the end of inflation, as the spatial fluctuations re-enter the horizon, they serve as a

common source of the inhomogeneities in the distribution of the matter and radiation

density [132, 92].

The most simple models generically predict a nearly scale invariant spectrum of

adiabatic curvature and tensor perturbations whose relative amplitudes depend on the
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detailed shape of the potential, V (φ).8 More complicated inflationary models, usu-

ally involving more than one scalar field, are generally motivated by supersymmetric

extensions to particle physics. These models are capable of producing more gen-

eral initial conditions, including an admixture of isocurvature and adiabatic modes,

each with their own primordial spectrum of perturbations. Field driven inflation

represents a tantalizing connection between fundamental particle physics and cos-

mology [108, 37].

Until recently, nearly all cosmological parameter estimation has been performed

under the assumption of a scale invariant spectrum of adiabatic perturbations, as is

expected from slow roll inflation. As observations become more precise, especially ob-

servations of the cmb, it is important to keep in mind that relaxing these assumptions

can dramatically decrease the significance of the determination of the various cosmo-

logical parameters. More optimistically, the quality of contemporary observational

data is beginning to allow cosmologists to test the validity of the models themselves

by directly probing the primordial power spectrum.

1.2 The microwave background anisotropies

The origin and basic statistical properties of the cmb temperature fluctuations have

been understood for over thirty-five years [135, 155]. In this section, we briefly sum-

marize the physics behind the observed anisotropies. Rigorous treatments may be

found in [71, 73, 93, 72].

1.2.1 Temperature

The cmb photons observed today last interacted with matter approximately 13.5

billion years ago. As the Universe expanded and cooled, the primordial plasma even-

8Isocurvature initial conditions assume that the density fluctuations (δρ, not δρ/ρ) of each particle
species add to zero. These modes are often referred to as entropy perturbations since they represent
fluctuation in the number density of the species relative to radiation, Si = δni/ni − δnγ/γ. In the
most simple models, isocurvature modes are suppressed relative to adiabatic modes while beyond
the horizon scale.
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tually became optically thin as protons (preceded by a few helium nuclei) formed

bound states with the free electrons to form a neutral gas, a process confusingly

termed “recombination”. The decoupling of baryonic matter and radiation allowed

each species to evolve largely independently of one another. Since that epoch, the

background radiation has continued to adiabatically cool as the photon wavelengths

are increased by the cosmic expansion. The temperature of the background is mea-

sured by FIRAS to be 2.728 Kelvin [116], suggesting that the last scattering of cmb

photons occurred at a redshift of ∼ 1300.

On scales corresponding to physical distances larger than the particle horizon at

the epoch of last scattering, causal physics could not have played any part in the

formation of the observed anisotropies in the cmb. The anisotropies on scales larger

than two degrees are therefore a direct probe of the unprocessed primordial spectrum

of scalar fluctuations. This primordial component, referred to as the Sachs-Wolfe

plateau, dominates the power spectrum at ℓ . 100

At smaller scales, which correspond to causally connected regions of the Universe,

the dominant features derive from the relatively simple physics describing small per-

turbations evolving in an isotropically expanding plasma. As the primordial fluctua-

tions enter the horizon, their gravitational collapse is resisted by radiation pressure.

The tight coupling between the photons and baryons results in gravitationally driven

oscillations in which the density and peculiar velocity fields are coherent and out of

phase, almost exactly like a harmonic oscillator.

As the Universe expands and cools, the transition from a fully ionized plasma to

a neutral gas happens relatively quickly. The observed anisotropies are sourced by

the two-dimensional projection of the inhomogeneities in the photon-baryon fluid on

the sphere defined by the redshift of recombination. The oscillations in the photon-

baryon fluid result in the well-known series of acoustic peaks in the power spectrum,

the fundamental frequency being determined by the acoustic horizon scale at the

surface of last scattering. Doppler shifts resulting from the peculiar velocity of the

oscillating fluid fill in the regions between the compression and expansion peaks.

As expansion causes the plasma to become optically thin, the mean free path of
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photons defines a characteristic length scale. Photons will have a tendency to diffuse

out of density perturbations smaller than this scale, dragging baryons and electrons

with them through Coulomb interactions. This causes the small scale oscillations

in the fluid to be damped, a process known as “Silk Damping”. This characteristic

diffusion scale is precisely that which determines the thickness of the surface of last

scattering. Since the observed anisotropies are sourced by the projection of the oscil-

lations on the sphere, there will be many fluctuations with a wavelength smaller than

the diffusion scale along any line of sight, resulting in a further suppression of cmb

power on small scales. The diffusion scale corresponds to a comoving length of ∼ 80

Mpc, or a multipole of ℓ ≃ 900.

1.2.2 Polarization

A free charge in the presence of an incoherent and unpolarized radiation field with

finite quadrupole anisotropy generates a net polarization due to Thompson scatter-

ing. The Thompson scattering cross section is proportional to the square of the scalar

product of the incident and scattered photon polarizations. As a result all other mul-

tipole components of the radiation field will average to zero, making the polarization

of the cmb sensitive only to the quadrupole seen by the free electrons.

Within the photon-baryon fluid, density perturbations result in velocity gradients

in the frame of free-streaming electrons as the plasma undergoes acoustic oscillations.

The acceleration of electrons flowing towards overdensities (cold spots) produces a

quadrupole in the local frame of the scatterer, resulting in net polarization aligned

in the direction of motion. Likewise, the deceleration of electrons flowing towards

underdensities (hot spots) results in a net polarization aligned perpendicular to the

flow (see Figure 1.2).

Generally speaking, the acoustic oscillations result in subhorizon polarization pat-

terns that align radially with regard to cold spots, and parallel to the gradient sur-

rounding hot spots in the temperature anisotropy field. At large angular scales, which

correspond to distances comparable to the horizon size at the epoch of last scatter-
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electron velocity electron velocity

Figure 1.2: Velocity gradients during the epoch of last scattering generate quadrupole
anisotropies in the frame of the scatterers. The figure is adapted from Kaplan and De-
labrouille [86, 35].

ing, the cmb polarization reflects the properties of the unprocessed primordial power

spectra.

In the tight thermal equilibrium characterizing the primordial plasma, repeated

scatterings randomize the polarization. Only once the mean free path of photons

is significantly larger than the rate of scattering of an average electron does the

Thompson scattering result in a net polarization. Therefore, the subhorizon scale

polarization of the cmb results from the scattering of cmb photons during the final

stages of recombination, when the mean free path of photons was large and yet the

density of free electrons remains finite. The restrictive requirements on the rarefied

plasma are the origin of the relatively small amplitude of the polarization signature

relative to the temperature anisotropies.

Inflationary theories generally predict a stochastic background of gravitational

waves. During the epoch of last scattering, the propagation of these gravitational

waves through the optically thin plasma will contribute to the local quadrupole of

scatterers, and therefore to the generation of polarized emission. Unlike the anisotropy

sourced by scalar density perturbations, gravitational waves are tensorial and there-

fore capable of generating both E- and B-mode signatures in the cmb polarization.

In most inflationary scenarios, the amplitude of the gravitational-wave contribution

is proportional to the fourth power of the energy scale of inflation. Therefore, a de-

tection of a cosmological B-mode signal would be a direct probe of the physics of the

epoch of inflation.
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The physics of the surface of last scattering and of inflation are not the sole sources

of cmb polarization. The energy injection resulting from the first generation of fu-

sion burning objects reionized the neutral hydrogen in the Universe. The quadrupole

anisotropy present at the epoch of reionization, which is generally thought to have

occurred at redshifts 10 . zreion . 30, results in polarized scattering of cmb pho-

tons in a way exactly analogous to that which occurs at the surface of (almost) last

scattering. Due to the expansion of the particle horizon between the epochs of re-

combination and reionization, the scattering at this later period results in an increase

in the large angular scale E-mode polarization signal.

At smaller angular scales, the distribution of matter along the line of sight to

the surface of last scattering results in a gravitational distortion of the cmb . This

weak gravitational lensing effect results in conversion between the E- and B-mode

signals, and represents a fundamental limit to the ability to detect any primordial

gravitational wave signal through measurements of the B-mode power spectrum.

1.2.3 Observations

The wealth of cosmological information encoded in the statistical properties of the

Cosmic Microwave Background Radiation (cmb) has motivated a highly successful ob-

servational effort to determine the angular power spectrum of the cmb temperature

anisotropies. The experimental effort has been broad-based, with teams reporting

results from interferometric and single dish observations spanning a decade in fre-

quency and more than three decades in angular scale. The recent success of these

observations, coupled with the predictive power of accurate theoretical modeling, has

contributed to the transformation of cosmology into a quantitative, precise and, more

importantly, an increasingly accurate science.

The COBE-DMR instrument was the first to detect the large angular scale fluc-

tuations in the cmb, which are believed to result from the unprocessed primordial

curvature perturbations, of the variety expected from inflation [10]. In the decade

that followed, numerous experimental teams detected the first of the (much antic-
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ipated) series of peaks in the angular power spectrum of the cmb resulting from

acoustic oscillations of the photon-baryon fluid prior to the epoch of last scattering

[127, 117, 119].

The 1998 flights of the Boomerang and MAXIMA suborbital payloads resulted

in the first wide area images of the cmb enjoying high signal-to-noise at moderate (≃
10′) angular resolution. These observations resulted in an unambiguous measurement

of the first and second peaks of the the angular power spectrum [34, 126, 145, 99, 55].

Soon thereafter, ground based single dish and interferometric observations confirmed

these results and extended the characterization of the power spectrum to smaller

angular scales [53, 113, 50, 95].

When combined with independent measurements of the Hubble parameter [45]

and the large scale distribution of galaxies [137, 159], the cmb data tightly constrain

the spatial curvature of the unperturbed metric to be consistent with a Euclidean

geometry [96, 74, 13, 152]. The observations of primordial fluctuations and the neg-

ligible contribution of space-time curvature each lent further support to the emerging

paradigm of inflationary cosmology.

It had long been known, from measurements of the rotation curves of galaxies and

clusters of galaxies, that the gravitational influence on dynamics appeared to be much

greater than could be accounted for by luminous matter alone [149]. Furthermore,

the light element abundances indicate that the density of baryons is far less than the

critical density [163].

In early 2003, the WMAP satellite returned its first images of the cmb, covering

nearly the whole sky with modest signal-to-noise at degree angular scales [11, 12].

These measurements provide a sample variance limited measurement of the cmb

power spectrum at angular scales ranging from the dipole to ℓ . 400. The WMAP

data confirmed the findings of the earlier experiments, while providing the tightest

constraints reported on the cosmological parameters within the context of the most

simple adiabatic inflationary models [65, 152, 130].

The first statistical detection of cmb polarization was announced by the DASI

team a few months prior to the WMAP release [94]. The 30 GHz interferometer re-
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ported a statistically significant detection of a polarized signal at an angular scale of

about a half degree. In the release of the first year data, the WMAP team reported a

very high signal-to-noise measurement of the spatial correlation between the temper-

ature and polarization anisotropies at angular scales on the order of one degree [130].

In late 2004, the DASI and WMAP findings were confirmed by the CBI, another 30

GHz interferometer.

The field of cmb polarization is at a stage of development similar to that of the

temperature anisotropy measurements of the late 1980s. Statistical detections are

beginning to emerge, but definitive measurements with high signal-to-noise over a

large area are still a number of years away.

Conclusion

Cosmology is far from solved. The formulation of an appropriate set of questions

is often more difficult than finding their solution, and in that sense the field may

be passing the most difficult of a series of hurdles. A consensus has emerged that

the basic theoretical framework of Inflationary Cosmology is the one that appears to

describe our Cosmos. More specifically, a number of independent observations indi-

cate that our particular Universe appears to be Euclidean (from observations of the

cmb), and dominated by a combination of dark energy (the cmb and observations

of distant supernovas [138, 143]) and dark matter (the cmb, BBN [163], large scale

structure [137, 159], and dynamics [149]). Observations have not only become sen-

sitive enough to probe the parameter space of these models, but also to probe the

consistency of the theory itself [23, 24, 25, 175, 8, 78, 134, 165, 41]. The evidence

for Inflation, while compelling, remains purely circumstantial; the search for direct

evidence of Inflation remains one of the primary pursuits in the field of observational

cosmology.
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Chapter 2

The Boomerang Experiment

“Duct tape is like the Force. It has a light side, a dark side, and it holds

the Universe together.”

–Carl Zwanzig

After over five years of development Boomerang made its first long duration balloon

flight above Antarctica in 1998. The 1998 instrument consisted of sixteen unpolar-

ized detectors that operated at four wavelengths. At the time of its release, the data

from this flight were of unprecedented quality. While a number of other experiments

indicated the presence of a rise in power at degree angular scales, the Boomerang

instrument’s sensitivity, frequency coverage, and angular resolution allowed the un-

ambiguous measurement of temperature fluctuations in the cosmic microwave back-

ground over a broad range of angular scales [31, 32].

The basic scientific result of this mission was the determination that the Universe is

very close to being geometrically flat [34, 33, 126, 145].1 One of the major implications

of this result is that we have only a very dim understanding of what the Universe is

made of; baryonic matter contributes a small fraction of the critical density, the energy

density required to achieve a flat space-time geometry [163, 96]. The release of the

WMAP data in 2003 confirmed the cosmological results of the Boomerang98 data

1My own involvement in the collaboration began in 2000, with the development of the physical
optics package that was used to determine the instrument’s window functions for the Netterfield and
Ruhl, et al., releases [126, 145].
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Figure 2.1: The frequency spectra of the signal and foregrounds. Galactic synchrotron and
bremsstrahlung radiation are characterized by falling spectra, while the thermal emission
of galactic dust is steeply rising. Synchrotron radiation is expected to be highly polarized,
whereas the polarization fraction of the dust emission is not well known. The levels of
emission shown are typical of the mid-galactic latitudes, |b| ≃ 25◦. Boomerang’s bands
are highlighted for comparison. The extragalactic point source brightness model comes from
[49], and assumes a 10′ fwhmbeam.

and provided a much improved measurement of the large angular scale temperature

fluctuations [12, 65, 152].

Since the 1998 flight, we have completely redesigned the focal plane of the instru-

ment to study the polarization as well as the temperature anisotropy of the cmb.

Analysis of the statistical properties of the cmb polarization allows a direct probe

of the surface of last scattering, breaking degeneracies in the temperature data and

providing a check on the initial conditions imposed on the primordial fluctuations.

In addition to the study of the cmb, B2K has provided the most sensitive survey

to date of the intensity, spectrum, and polarization of galactic emission at millimeter

wavelengths. Very little is known about the polarization properties of the diffuse

emission from the Galaxy at these frequencies. These data will aid in our under-

standing of the physics of the interstellar medium. While scientifically interesting in
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its own right, knowledge of the nature of galactic emission is also necessary in guiding

the design of the next generation of CMB polarimeters.

Boomerang is an international consortium with funding from national agencies

in Canada, Italy, the United Kingdom, and the U. S. Within the U. S., the payload

development and flight are each supported by NASA and by NSF. Additional support

for the development of the detector system has been provided by Caltech and JPL.

In this chapter, we describe the conceptual and technical design of the experiment.

Section 2.1 describes the overall strategy, Section 2.2 reviews the gondola and flight

systems, Section 2.3 describes the design of the focal plane and detectors, and Section

2.4 covers the design and analysis of the optical system.

2.1 Experimental approach

The primary science goal is to estimate, from a limited sample of the full sky, the

underlying statistical distribution of the temperature and polarization anisotropies of

the cmb of a wide range of angular scales. In addition to the extremely small ampli-

tude of the signal relative to the background, measurements of the power spectra are

complicated by foreground emission from non-cosmological astrophysical sources, in-

terference from the atmosphere, and systematic effects introduced by the instrument.

Our approach is to produce high fidelity images of the Stokes I, Q, and U parame-

ters over a modest portion of the sky in three distinct frequency bands. These images

are then combined to separately produce the best estimates of the cmb anisotropies

and of the foreground emission. From this image of the cmb, we estimate the under-

lying power spectrum of fluctuations from which the observed anisotropies are drawn.

In this section, we present an overview of the Boomerang experiment, describing

the rationale behind the basic aspects of the approach.

Frequency coverage

The choice of frequency bands is determined by the spectrum of the cosmological

signal, the spectra of the various non-cosmological foregrounds (galactic and extra-
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Figure 2.2: The Boomerang bands as measured prior to launch. The broken lines are
an atmospheric model describing the transmission of the atmosphere from terrestrial sites,
the dotted line representing Mauna Kea, Hawaii, and the darker dashed line representing
conditions typical of the South Pole winter. The atmospheric transmission is of course much
better at the stratospheric altitudes. The fine-structure lines of molecular oxygen (O2)
appear at 60, 119, 370 and 425 GHz. Water vapor, which is present in the troposphere,
results in the absorption lines at 183 and 325 GHz as well as the continuum, which dominates
the terrestrial spectra above ∼ 300 GHz [164].

galactic), the presence of atmospheric absorption and emission lines, as well as angular

resolution requirements. For a given primary aperture, angular resolution scales in-

versely with frequency, favoring higher frequencies. The spectrum of the cmb and

typical foreground spectra are illustrated in Figure 2.1. The normalization of the

galactic spectra corresponds to middle galactic latitudes, however it is important to

note that the brightness, spectrum, and polarization fraction of the foregrounds are

spatially variable and subject to a large degree of uncertainty [91, 21, 43].

The spectra of the foregrounds and the cmb define an optimal bandwidth for

cmb observations ranging from ∼ 50 GHz to ∼ 300 GHz. Boomerang operates

in three bands centered near 150, 240 and 340 GHz (2 mm, 1.25 mm, and 880 µm,

respectively), allowing for good discrimination between cmb emission and that of

galactic dust. We rely on observations at lower frequencies to estimate the degree of

contamination resulting from galactic synchrotron and bremsstrahlung emission.
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Figure 2.3: A schematic drawing illustrating the size of the balloon at sea level (left) and at
a float altitude (right), with Washington monument for scale. The parachute, flight train,
and payload can be seen suspended below the balloon. Image courtesy of the NSBF.

At millimeter and submillimeter wavelengths, atmospheric continuum and molec-

ular line emission and absorption represent a very significant limitation for terrestrial

telescopes. The detailed shape of the Boomerang bands are shown in Figure 2.2,

together with typical atmospheric transmission spectra from good terrestrial sites

(Mauna Kea, Hawaii, and the South Pole).

The presence of the atmosphere degrades the performance of millimeter-wave ob-

servations in a number of ways: absorption attenuates the astrophysical signals, the

emission contributes to optical background level, and spatial and temporal atmo-

spheric brightness fluctuations produce spurious (although largely unpolarized) sig-

nals. Above 180 GHz, atmospheric emission (largely line emission from molecular oxy-

gen) contributes significantly to the background, even at an altitude of ∼ 35km. The

desire to minimize systematic effects and the need to make sensitive, wide-bandwidth

observations at frequencies up to 400 GHz, makes observing from above the atmo-

sphere a necessity.
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Long duration ballooning

The Antarctic Long Duration Balloon (LDB) Program is operated by the National

Scientific Balloon Facility (NSBF) and supported by NASA’s Office of Space Science

and NSF’s Office of Polar Programs. The LDB platform is a low-cost alternative to an

orbital mission, carrying an ∼ 1700-kg science payload to an altitude of roughly 35 km

for approximately twenty days. At this altitude, the atmospheric pressure is typically

below ∼ 10 mbar (∼ 7.5 torr), providing an excellent platform for millimeter-wave

observations. The National Scientific Balloon Facility maintains a seasonal launch

site at William’s Field, about 10 km from McMurdo Station, Antarctica. The flights

occur during the Austral summer to coincide with the onset of the southern polar

vortex. This is a favorable high-altitude wind pattern that tends to carry payloads

launched from William’s Field at roughly constant latitude, returning to the vicinity

of McMurdo Station after one or two trips around the pole.

The NSBF typically supports two Antarctic science payloads a season. Each LDB

is flown with an NSBF-supplied Support Integration Payload (SIP), which provides

low-bandwidth telemetry via the TDRSS communications network. Bandwidth and

reliability considerations require that the science payload be autonomous and have

provision for on-board data storage. The launch window typically opens around the

end of December, and closes by mid-January, leaving about three months for preflight

integration and testing of the payload. Launching an LDB is a prolonged procedure

requiring in excess of six hours of very mild (. 5 knots) low level winds. Weather

in Antarctica is highly unpredictable and rarely favorable for ballooning; there are

few launch opportunities per season. The outstanding observing platform comes at

the cost of a high level of risk, complicated logistics, complex systems, and difficult

working conditions.

Sky coverage

The launch date and location constrain the portion of sky accessible to an LDB

platform. During the Austral summer, the antisolar direction falls in the vicinity of
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Figure 2.4: The Boomerang target fields overlaid on the WMAP K-Band (22 GHz) map
of the southern sky. Quasars and compact galactic sources are marked with small circles.
The main Boomerang field was chosen to minimize galactic emission under the constraints
imposed by the Sun, balloon, and horizon.

RA (J2000) ≃ 70◦. galactic emission is significant over much of the sky, so care must

be taken to target regions relatively free of foreground contamination. The Wilkinson

Microwave Anisotropy Probe (WMAP) has produced all-sky images of microwave

emission at 22 GHz [12]. These data provide a sensitive survey of galactic synchrotron

radiation, which is useful for selecting fields that are relatively free of contamination.

The Boomerang fields were chosen to minimize galactic contamination, subject to

the constraints imposed by the LDB flight parameters. Figure 2.4 shows the WMAP

K-Band image of the southern sky, with the Boomerang target fields overlaid. A

section of the galactic plane was targeted for calibration purposes, as well as to achieve

our secondary science goals.

The Boomerang telescope is an Alt-Az mount, which is scanned at constant

velocity in azimuth. Torque considerations, discussed in more detail in Section 2.2
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Figure 2.5: An illustration of Boomerang’s cross linking resulting from sky rotation.
Depending on the latitude of the flight track, the projection of the scan on the sky is
modulated by ∼ 20◦ every 24 hour period.

limit the minimum peak-to-peak scan amplitude to approximately 15◦. The telescope

elevation is adjusted on ∼ one hour time scales. The earth’s rotation provides about

20◦ of cross linking between scans, which aids in the analysis. During the meridians,

when the sky rotation is minimal, our scans were redirected to a nearby portion of

the galactic plane, thereby gaining valuable calibration and secondary science data

with minimal impact to our primary science. Figure 2.5 illustrates the projection of

our scans on the sky over the course of a 24 hour period.

For a fixed amount of observing time, one must balance the competing demands of

maximal sky coverage and integration time per resolution element. When attempting

to measure the power spectrum, mapping the sky with a signal-to-noise ratio of a few

is a good compromise between sample variance, instrumental noise, and control of

systematics. For the cmb polarization, the signal level is sufficiently low to require

Boomerang to concentrate as much integration time as possible in as small a region

as possible. However, the desire to make high fidelity measurements of (the relatively

large amplitude) unpolarized temperature fluctuations in addition to the polarization

measurements led to a two-tiered scan strategy.
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Figure 2.6: The distribution of Boomerang’s integration time on the sky. The galactic
equator and b = ±20◦ contours are drawn for reference.

Roughly one quarter of the flight was spent observing a modest fraction (∼ 3%)

of the sky, while the remainder of the flight was spent on a region centered on the

larger field. This smaller field constitutes roughly ∼ 0.3% of the sky. Due to weather

related delays, Boomerang launched about two weeks later than anticipated. In

order to mitigate risk, the schedule file for observations was not updated to reflect

the later launch date. As a result, our actual sky coverage shifted approximately 14◦

in the ecliptic, bringing our fields closer to the galactic plane than originally planned.

The actual distribution of integration time on the sky is shown in Figure 2.6.

2.2 Gondola and flight systems

The Boomerang payload has been described extensively in the literature [19, 111,

112, 31, 32, 122, 121]. We summarize the various support subsystems here, with an

emphasis on the details that have been added or significantly changed since the 1998

flight. The focal plane and optics are described separately in sections 2.3 and 2.4.

An Antarctic LDB payload operates in an environment very similar to that of a

spacecraft. The low ambient pressure and constant sunlight result in large (∼ 100◦
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Figure 2.7: CHAMP measurements of the atmospheric temperature profile. The top panel
shows the average of temperature profiles measured in the vicinity of the Boomerang

payload during the flight (solid line), and the temperature of the gondola during ascent
(dotted line). The bottom panel shows the temperature profile over the north pole (solid
line), the equator (dot-dashed line), and at ±33◦ latitudes (dotted and dashed lines). At
polar latitudes the tropopause is ∼ 20◦ C warmer and occurs at roughly half the altitude of
that at middle latitudes. The temperature data are accurate to ∼ 0.5◦ C while the vertical
resolution is ∼ 1km [169].

C) thermal gradients and exposure to intense radiation. During ascent, the payload

passes through the troposphere, where the ambient temperature drops to well below

−50◦ C. Due to the remoteness of the flight path, communication with the payload

must rely on intermittent low-bandwidth links via relay satellites. The payload must

be robust, self sufficient, and autonomous.

The Boomerang gondola, shown in Figure 2.8, has flown on two Antarctic LDB

missions. The gondola itself is constructed from a welded aluminum frame, with

a balanced inner frame that supports the primary mirror and the cryostat. The

suspended mass of the instrument is 2156 kg, with the science payload contributing

1656 kg.

The payload must be designed to survive the thermal environment encountered

during the ascent to float altitude. In February 2001, the CHAMP satellite began

continuously monitoring the global atmospheric temperature profile using the GPS-

based limb sounding method developed by the GPS/MET mission in 1996. The GPS

radio occultation technique directly measures the variation of the atmospheric refrac-
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tive index with altitude. The temperature profile can be derived from this data with

sub-Kelvin accuracy. CHAMP provides approximately 230 globally distributed ver-

tical profiles of atmospheric parameters each day. Accurate temperature profiles are

obtained at altitudes from ∼ 1–50km, at ∼ 1km vertical resolution. The measurement

probes spatial scales of several hundred kilometers [169, 3, 144].

Numerous temperature profiles were measured by CHAMP in the vicinity of the

Boomerang payload during the month of January 2003. The average temperature

profile during the two week flight is shown in the upper panel of Figure 2.7. At alti-

tudes between a few hundred meters and ∼ ten kilometers, the atmospheric temper-

ature drops steadily with altitude to a minimum (well below −50◦ C), which defines

the tropopause. The precise altitude and temperature of the tropopause vary with

season and latitude. Above the tropopause, the temperature steadily rises through

the stratosphere. The bottom panel of Figure 2.7 shows the temperature profiles for

the tropical latitudes (broken lines) and for the northern polar latitudes (solid line)

coincident with the Boomerang flight. The troposphere occurs at a significantly

lower altitude over the south polar cap than it does at higher latitudes. Convective

heat transport is still efficient at these altitudes, and extensive insulation of the motors

and electronics is required to protect them from the extreme cold during ascent.

The continuous solar exposure and the high albedo of the polar ice cap produce

a large radiative load on the gondola. At float altitudes, the low ambient pres-

sure makes convective heat transport negligible, and thermal equilibrium is reached

through radiative coupling to space. To protect the instrument, panels of expanded

foam insulation are secured to the outer frame. These panels are covered with 50µm

mylar sheet coated with a 25µm aluminized layer.

The mylar outer-layer is essentially transparent to the solar flux (which peaks near

0.5µm) and, unlike aluminum, is highly emissive in the infrared. Sun shields, made

from the same material stretched on a PVC frame, extend out from both sides of the

gondola. All panel joints are sealed with aluminum tape to prevent light leaks into

the telescope. Prior to launch, all the remaining bare aluminum is sprayed with white

paint. The ratio of 10µm to 0.5µm emissivity is similar for white paint and aluminized
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Material Emissivities
ǫ10µm ǫ0.5µm ratio

Pure Al . . . . 0.02 0.05 0.4
Al2O3 . . . . . . . 0.02 0.12 0.1
Mylar . . . . . . . 0.40 trans. –
Alum. Mylar 0.40 0.05 8.0

TiO†
2 . . . . . . . 0.92 0.1 9.2

Table 2.1: The emissivity of several materials used on the exterior coating of the payload.
The ratio of emissivities between 10µm, where the thermal emission of objects at ambient
temperature is at a maximum, and the emissivity at 0.5µm, where the solar irradiance peaks,
determines the equilibrium temperature of the surface. †Titanium oxide is the primary
pigment in white paint.

Mylar (see Table 2.1). Therefore, both provide for efficient radiative cooling to space

while keeping the absorption of solar radiation to a minimum.

Two independent power systems supply the attitude control system and the data

acquisition system. The batteries were kept charged by two arrays of solar panels

mounted on wings at the rear of the gondola. Each array delivered ∼ 700 W to the

charge controllers at normal incidence to the Sun. The cryostat, receiver, and DAS

are powered by a 300 W system, while the attitude control system and data storage

run off a 750 W power system.

Two torque motors control the gondola azimuth. The primary motor torques

against a massive flywheel located just below the flight train pivot, while the sec-

ondary motor torques against the steel cables securing the gondola to the flight train.

The elevation axis of the balanced inner frame is driven with a DC motor, coupled

to a worm gear.

The telescope motors are controlled by a pair of redundant 386 computers, which

servo the motor currents off of the data read from the pointing sensors. The primary

sensors used in this loop are the azimuth gyro, which provides velocity feedback, and

the fixed sun sensor, which provides absolute pointing data to the flight computers.

In the event of sensor failure, the DGPS and star camera can be used to reference the

center and limits of the azimuth scans. In the event of a reboot of either flight com-

puter, a watchdog circuit ensures the switching of telescope control to the redundant
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Sun Shields

Ground Shield

Primary Mirror

Solar Panels

Flywheel

Cryostat

To Balloon

Figure 2.8: A schematic of the Boomerang gondola, shown at an oblique angle to the
telescope. The upper edge of the primary can be seen from behind the telescope baffle. The
cryostat, warm readout electronics, and fly-wheel are shown on the interior. The sun-shields
extend to either side of the gondola, and above the cryostat. One of the two Solar arrays is
visible at the rear.

CPU in ∼ 300 ms.

The attitude control system (ACS) and pointing reconstruction rely on a variety

of sensors. Because of the extreme latitude of the flight path, magnetic sensors are

of limited use as a primary sensor. The B2K payload carried a pointed star tracker,

a pointed sun sensor, a fixed sun sensor, a three-axis laser-ring gyroscope, and a

differential Global Positioning Satellite (DGPS) receiver. An absolute encoder on

the elevation drive of the inner frame determined the orientation of the telescope

boresight with respect to the gondola. Prior to flight, the gondola was balanced to

minimize the equilibrium pitch and roll of the payload.

Boomerang uses a pointed star camera, mounted on the outer frame of the

gondola. The star camera employed a Cohu 4920 monochrome CCD camera coupled

to an f/5.6 Rubinar Maksutov lens with a 500 mm focal length. The camera was

coupled to a Matrox METEOR frame grabber. The camera and lens provided a half

degree field of view. The spectral response was limited to a band extending from
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roughly 715 nm to 1000 nm, with the long wavelength response determined by the

roll off of the CCD sensor performance. In this band, the (daytime) sky brightness at

∼ 35-km altitude was found to be roughly 4.5 magnitude. The camera was capable

of locking on to mag-4 stars, although during most of the flight mag-2 stars were

available. The camera position was controlled by two Servo-systems AMP HT17-075

stepper motors and monitored with two Gurly model A25S absolute encoders.

The required ∼ 1◦ in-flight pointing accuracy was achieved with the fixed sun

sensor, the elevation encoder, and the DGPS coordinates (time, latitude, and lon-

gitude) and the assumption of zero pitch and roll of the gondola. The post-flight

pointing reconstruction incorporated all available sensors, and achieved an accuracy

of . 3′ full width half maximum (fwhm).

The 16-bit DAS is constructed entirely from discrete CMOS logic, with the data

frame defined by a UV-EPROM. The 38-kbps bi-phase output is sent to a line-of-sight

transmitter, then on to the data system. The line of sight transmitter can support a

bandwidth up to 275 kbs, allowing the full data stream to be relayed to the launch

site for the first ∼ 24 hours of the flight.

A pressure vessel houses two commercial grade, single board computers (one a

Celeron 333, and the other a 486/99) that handle the processing and storage of the

signal and housekeeping data. The data streams are stored on a 10 GB EIDE drive

as well as a Hewlett-Packard DDS2 digital audio tape. The vessel is slightly over-

pressured prior to launch to protect the operation of the hard drives. These computers

handle the processing of the star camera frames, and compress the data for return over

the TDRSS link. The data compression involves the boxcar averaging of a buffered

data stream over three samples, then passing the average of two subsequent samples

to the transmit stream. This results in a factor of two compression over the raw time

streams. The compressed stream is returned over the TDRSS (Tracking and Data

Relay Satellite) S band multiple access downlink (2.29 GHz). The newer TDRSS-H,

-I and -J satellites offer a high bandwidth Ka band link offering 800 Mbs data rates

through a pointed high gain antenna.

The Boomerang cryostat is a simple system using expendable cryogens to pro-
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System Temperature Ranges
Subsystem Low High
DAS/ACS power controllers 0 25
ACS backup battery . . . . . . . -5 15
PV/ACS CPUs . . . . . . . . . . . . 24 38
Readout electronics . . . . . . . . 8 25
Cryostat vacuum jacket . . . . -16 0
Primary mirror . . . . . . . . . . . . -25 -5
Gondola frame . . . . . . . . . . . . . 5 26
Outer insulation . . . . . . . . . . . 25 45
Star camera . . . . . . . . . . . . . . . . 0 15
Sun sensor . . . . . . . . . . . . . . . . . 30 50
Telescope baffle . . . . . . . . . . . . -50 -20
Elevation encoder . . . . . . . . . . -15 4

Table 2.2: The Boomerang payload was heavily instrumented. The temperature ranges
(in Celsius) of some critical systems are shown. Most of the variation was diurnal due to
the variation in sun elevation, however some of the variation tracked the altitude, which
dropped steadily over the flight. As the altitude dropped, convective heat transport became
progressively more important.

vide ample cooling power at a working temperature of 1.4 K for periods in excess of

two weeks. The outer stage consists of a toroidal 65-liter tank of liquid nitrogen. A

second toroidal tank, concentric to the nitrogen tank, holds 60 liters of liquid 4He.

Mechanical support and thermal isolation of the two tanks are provided by tensioned

1.6-mm diameter Kevlar cord. The outer nitrogen stage is insulated with layered

aluminized Mylar sheeting to reduce the radiative load from the ambient tempera-

ture vacuum canister. Thermal radiation from the nitrogen stage is intercepted by a

helium vapor cooled shield that surrounds the helium tank. The 4He tank provides

a 60 liter working volume in which are mounted the cold reimaging optics and the

sub-Kelvin bolometric receiver.

In operation, the 4He bath is pumped to reduce the vapor pressure to a few

millibar, which drops the temperature to ∼ 1.4K, well below the 3He condensation

point. A closed cycle sorption cooler containing ∼ 48 STP liters of 3He provides

∼ 30µW of cooling power at 270 mK. This system maintains the focal plane at 270

mK for fourteen days after an ∼ nine hour cycle. The ability to cycle the fridge
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Figure 2.9: Boomerang ready to launch.

in flight was added to prevent the fridge from limiting the effective lifetime of the

telescope.

Boomerang is launched with a cold focal plane. Prior to launch, the 4He bath is

mechanically pumped to ∼ 6 millibar, and the 3He fridge is cycled to cool the receiver.

The nitrogen tank is left at ambient pressure. At launch, the 4He bath is valved off,

and the pump removed. Once the payload reaches float altitude a motorized valve

opens, dropping the 4He vapor pressure to . 10 millibar. The LN2 vapor pressure is

held at ∼ 150 millibar. At this pressure, the nitrogen is mixture of ice and liquid at

a temperature of ∼ 60K.

The cold launch requirement imposes a significant constraint on the launch win-

dow. The liquid cryogens must be topped off as close to the launch date as possible

in order to maximize the hold-time of the cryostat; however a minimum of 24 hours

is required between the end of the fill and the launch in order to allow time to pump

down the 4He bath and cycle the 3He fridge. Once the cryogenic cycle is completed,
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any launch delay represents a significant impact on the science operations due to the

limited hold-time of the cryostat and the duty cycle of the fridge.

2.3 Focal plane

Boomerang’s focal plane consists of eight optically active bolometric receivers, two

dark bolometers, and a fixed resistor, all of which operate from a 300 mK base tem-

perature. The optically inactive channels are read out as a check against systematic

effects. The focal plane is split equally between two types of receivers: four (dual-

polarized) polarization sensitive bolometer pixels operating at 150 GHz, and four

(single-polarization) two-color photometers operating at 245 and 345 GHz. To mon-

itor the gain stability of the detectors, Boomerang relies on a calibration lamp

installed in the 1-cm diameter hole located in the center of the tertiary mirror. The

lamp consists of a thermistor on a NiCr-coated sapphire chip supplied with a periodic

current pulse (∼ 15 minute period). In the following we describe in detail the design

of the polarization sensitive bolometers, the photometers, the optical filtering, and

the detectors.

2.3.1 Polarization sensitive bolometers

Over the last twenty years, nearly all published efforts to detect polarization in the

CMB have used coherent receivers.2 Heterodyne and homodyne, quasi-total power

and correlation receivers with low noise RF front-end amplifier blocks based on

HEMTs are mature technologies at millimeter wavelengths. The fundamental de-

sign principles of these receivers are well-established and have been used to construct

polarimeters at radio to mm-wave frequencies for many years [153, 128, 5, 103, 142].

Although cryogenic bolometric receivers achieve higher instantaneous sensitivities

over wider bandwidths than their coherent analogs, the intrinsic polarization sen-

sitivity of coherent systems has made them the choice of the first generation of CMB

2To the author’s knowledge, the pioneering efforts of Caderni, et al., are the only published CMB
polarization limits set by a bolometric system [27].
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polarization experiments.

In this section we describe a new bolometric system that combines the sensitivity,

bandwidth, and stability of a cryogenic bolometer with the intrinsic polarization ca-

pability traditionally associated with coherent systems [83]. In addition, the design

obviates the need for orthogonal mode transducers (OMTs), hybrid tee networks,

waveguide plumbing, or quasi-optical beam splitters whose size and weight make fab-

rication of large format arrays impractical. Finally, unlike OMTs or other waveguide

devices, these systems can be relatively easily scaled to ∼ 600 GHz, limited at high

frequencies only by the ability to reliably manufacture sufficiently small single-moded

corrugated structures. Polarization sensitive bolometers (PSBs) are fabricated using

the proven photolithographic techniques used to produce “spider web” bolometers,

and enjoy the same benefits of reduced heat capacity, negligible cross section to cosmic

rays, and structural rigidity [118].

Polarization sensitivity is achieved by controlling the vector surface current dis-

tribution on the absorber, and thus the efficiency of the ohmic dissipation of incident

Poynting flux. This approach requires that the optics, filtering, and coupling struc-

ture preserve the sense of polarization of the incident radiation with high fidelity.

A multi-stage corrugated feed structure and coupling cavity has been designed that

achieves polarization sensitivity over a 33% bandwidth. A next generation of subor-

bital, ground based, and orbital bolometric CMB polarization experiments, including

Boomerang, BICEP, QUEST, and the Planck HFI are based on the PSB concept.

The PSB design has been driven by the desire to minimize systematic contributions

to the polarized signal. Both senses of linearly polarized radiation propagate through

a single optical path and filter stack prior to detection, thereby assuring both detectors

have identical spectral passbands and quantum efficiencies. This results in nearly

identical background loading and closely matched responsivities between the two

detectors. Two orthogonal free-standing lossy grids, which are separated by ∼ 60µm

and both thermally and electrically isolated, are impedance-matched to terminate a

corrugated waveguide structure. The physical proximity of the two detectors assures

that both devices operate in identical RF and thermal environments. A printed circuit
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Figure 2.10: An instantaneous image of the field distribution in Boomerang’s corrugated
coupling feed. The radiation is incident from the right where low-pass filters and, in some
applications, additional optical elements are located. The two bolometers are symmetrically
spaced at λg/4 + (−) 30µm from the backshort in order to maximize coupling efficiency.
Similar feed structures have been designed for Planck, QUEST and BICEP at 100, 150,
217, and 350 GHz.

board attached to the module accommodates load resistors and RF filtering on the

leads entering the cavity. The post-detection electronics consist of a highly stable AC

readout with a system 1/f knee below 100 mHz. Unlike coherent systems, this low

frequency stability is attained without phase switching the RF signal.

We have designed the optical elements, including the feed antenna and detector

assembly, to preserve sky polarization and minimize instrumental polarization of un-

polarized light. To this end, the detector has been designed as an integral part of the

optical feed structure.

Corrugated feeds couple radiation from the telescope to the detector assembly.

Corrugated horns are the favored feed element for high performance polarized reflec-

tor systems due to their superior beam symmetry, large bandwidth, and low sidelobe

levels. In addition, cylindrical corrugated feeds and waveguides preserve the orienta-

tion of polarized fields with higher fidelity than do their smooth-walled counterparts.

The coupling structure, which is cooled to 300 mK, consists of a profiled corrugated

horn, a modal filter, and an impedance-matching section that allows efficient coupling

to the polarization sensitive bolometer (see figures 2.11 and 2.10). In addition to a

reduction in the physical length of the structure, the profiled horn provides a nearly

uniform phase front that couples well to the other filters and optical elements in
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Figure 2.11: The corrugation geometry of the Boomerang PSB feeds, with dimensions in
millimeters. The radiating aperture is on the right hand side, while the PSB module would
be seated on the left.

the system. The modal filter isolates the detectors from any unwanted higher order

modes that may be excited in the thermal break. Equivalently, this filter completely

separates the design of the bolometer cavity from that of the feed, which couples

to the optics. The impedance-matching section (the reexpansion at the left side of

Figure 2.10) produces a uniform vector field distribution with a well-defined guide

wavelength3 and characteristic impedance over a large (∼ 33%) bandwidth.

The detector assembly is a corrugated waveguide terminated with impedance-

matched loads that have a weak thermal link to the temperature bath. An electric field

drives currents through the absorber surfaces, which result in ohmic power dissipation.

This power is detected as a temperature rise measured by means of matched Neutron

Transmutation Doped Germanium thermistors (NTDGe) [9]. The bolometers each

couple to a single (mutually orthogonal) linear polarization by properly matching

each absorber geometry to the vector field of the coupling structure. The coupling

structure has been tailored to ensure that the field distribution at the location of the

bolometer resulting from a polarized source is highly linear. The detector assembly

forms an RF tight Faraday cage around the bolometers, and both the signal and bias

lines are buffered by onboard RF filters.

3The guide wavelength, λg, is typically 20% larger than free space, and d log(λg)/d log(ν) remains
small over the entire range of operation.
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Figure 2.12: A photograph of a 145 GHz Boomerang PSB absorber. The diameter of
the grid is 2.6 mm, while the absorber leg spacing, g, is 108 µm. Each leg is 3µm wide.
This device is sensitive to incident radiation polarized in the vertical direction due to the
metallization of the Si3N4 mesh in that direction. The horizontal Si3N4 beams evident in
the photo are not metallized, and provide structural support for the device. The thermal
conductivity between the absorber and the heat sink is dominated by the metallic leads
running to the thermistor chip.

Because the absorber geometry influences the field distribution within the cou-

pling structure, a treatment of the bolometer cavity as a black-body is in general not

valid. An important consequence of this fact is that any attempt to model an anal-

ogous multimoded optical system will have to carefully consider interference terms

between modes when calculating coupling efficiencies or simply trying to predict ra-

diation patterns. The amplitude and phase of any higher order modes capable of

propagating to the bolometer depend on the details of both the excitation and struc-

ture. Therefore, any numerical calculation would be susceptible to a large number of

uncertainties associated with the appropriate boundary conditions at the bolometer,

while an accurate analytic solution would be exceedingly difficult. For this reason, it

may prove difficult to extend the general single mode PSB design to a multimoded

application without sacrificing crosspolar performance.

Each bolometer consists of a linear absorber geometry designed to couple inde-

pendently to a single linear polarization. PSBs are made using fabrication tech-

niques originally developed for the successful “spider-web” bolometers developed at
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Figure 2.13: An illustration of the Poynting flux through the surface of the bolometer for
the Boomerang PSBs (top) and the 143 GHz PSBs designed for the Planck HFI (bottom).
For each type of detector, the leftmost plot corresponds to the copolar device, while the
rightmost plot is the crosspolar device. The source polarization is vertical. The intensity
and physical scale is the same for all four plots. The superior cross polar performance of
the Planck device is visually evident in the reduced crosspolar Poynting flux. Integration
of the component of the Poynting vector normal to a surface completely inclosing each of
the bolometers provides a numerical estimate of the polarization efficiency, ̟ = 1 − ǫ. For
the devices shown above the results are shown in Figure 2.16, and correspond to crosspolar
leakages, ǫ, of about 5% (prototype) and 1.5% (Planck) across the band. Color, animated
versions of the above figures, and others, are available from the author upon request.

JPL [174]. The lithographic technique used to fabricate these devices has become

fairly routine, and is practiced by several independent groups. The detectors are

fabricated from 4′′ commercial silicon-on-insulator (SOI) wafers, which consist of a 2

µm Si layer, a 1 µm insulating SiO2 layer, and a 350 µm “backside” Si layer. The

layer thickness are accurate to ∼ 10%. Care must be taken that variations of this

magnitude do not compromise the mechanical or electrical design of the PSB housing.

The wafers are cleaned using the industry standard RCA procedure, which involves

sequential application of H2O2/NH4OH, HF, and H2O2/HCl solutions. A ∼ 1µm layer

of Si3N4 (nitride) is deposited on both sides of the SOI wafer via a low-pressure chem-

ical vapor deposition process. Because the nitride will eventually form a mechanically

large structure, care must be taken in the deposition process to minimize the internal

stresses and defects that may cause the free standing mesh to break. Next, separate

Ti-Au metal films are deposited using a lift-off technique for both the absorber and
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the electrical leads. For our devices, the absorber layer consists of a ∼ 2 nm layer of

Ti and a ∼ 12 nm layer of Au. The thickness of the absorber layer plays a critical role

in the efficiency of the optical coupling, as described below. The lead layer thickness

determines the thermal conductance of the device to the bath, and typically consists

of an ∼ 20 nm layer of Au. The electrical contacts constitute a third layer, typically

∼ 500 nm thick.

At this point, the wafer is patterned with a mask, and an Ar reactive ion etch

(RIE) is used to remove the absorber layer. This is followed by a CF4/O2 RIE to

remove the topside nitride layer. A similar process removes the backside nitride layer,

defining the extent of the Si frame.

The thermistor pad is located at the edge of the absorbing mesh, well into the

groove of the corrugations, in order to minimize its effect on the optical coupling and

to maximize the thermal efficiency of the device (see Figure 2.12). A 15 µm x 40 µm

Nickel-Indium bump (∼ 40 nm and ∼ 3µm thick, respectively) is deposited on the

contact pads patterned on the nitride layer.

The Haller-Beeman NTDGe thermistors are manufactured from a single slab of

NTDGe p-doped with a 4.53 · 1016/cc concentration of Ga and a 1.29 · 1016/cc con-

centration of As. The faces of the chip are Boron implanted, and a metal bilayer of

Ti-Au is deposited, forming the electrical contacts [9]. Ni-In bumps are applied to the

thermistor contacts, and the chips are diced with a diamond saw and an HF/HNO3

rinse, resulting in a 300 µm x 50 µm x 25 µm chip with 100 µm x 50 µm contacts

separated by 200µm. The chips are bump bonded to the wafer with ∼ 10 g.

At this stage, the front side of the wafer is covered in wax to protect the thermistor

and bump bonds from the Si wet etch. A deep trench reactive ion etch (DRIE) is

applied to the backside of the wafer. The SiO2 layer stops the etch, which is removed

in a subsequent liquid etches. The individual devices are then sliced from the wafer,

and they are extensively cleaned. They are then individually recoated, and a final

wet etch removes the upper Si layer from behind. A final cleaning completes the

microlithographic process.

Optimal coupling efficiency requires careful impedance-matching of the PSB to the
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coupling structure. For a given absorber geometry, impedance-matching is achieved

by controlling the thickness of the absorber metallization and therefore the cold sur-

face impedance of the device. The surface impedance resulting in the highest power

coupling efficiency is dependent not only on the geometry of the coupling structure

and the frequency of operation, but also on the geometry of the absorber.

This fact can be understood in terms of classical transmission line theory. For an

idealized transmission line of characteristic impedance Z0 terminated in a load with

impedance Zload one expects a reflection amplitude (S11, normalized to input) of

| S11| =

∣∣∣∣
Z0 − Zload

Z0 + Zload

∣∣∣∣ . (2.1)

In the limit that the characteristic spacing of the absorber grid is much less than

a wavelength, the transmission line model is applicable to the PSB coupling. In

order to parameterize the power coupling efficiency as a function of bolometer surface

impedance, we use the functional form suggested by transmission line theory,

η (Zabs) = f ×
[
1 −

(
Z0 − Zabs

Z0 + Zabs

)2
]
, (2.2)

where f and Z0 are free parameters, while Zabs is determined by the processing of

the absorber.

In order to determine the optimal absorber impedance for our devices, numerical

computations of η (Zabs) were made for discrete values of Zabs using the Ansoft HFSS

package. These results were used to determine f and Z0 for each of six device geome-

tries at the center frequency of our band. The geometries included a solid sheet, a

“spider-web” bolometer, and four types of PSBs, all of which were found to be well fit

by the functional form of Equation 2.2. The results of the numerical procedure for two

of the devices, a solid sheet and the PSB design chosen for Boomerang, are shown

at the left and right of Figure 2.14, respectively. The best-fit surface impedances

ranged from 470 Ω/square for the solid sheet to nearly 5 Ω/square for the device with

the finest absorber leg widths.
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Figure 2.14: The upper panel shows the numerically determined coupling efficiency,
η(Zabs), for the geometry of the Boomerang PSBs. The open circles are the numeri-
cal results. A function of the form of Equation 2.2 is fit to the points to determine the peak
coupling efficiency and characteristic impedance of the structure at the center frequency
of the operational band. The lower panel shows the same numerical procedure performed
for a solid sheet of uniform surface impedance mounted in a PSB coupling structure. Note
the change in scale of the abscissa, from Ω to kΩ, which can be understood in terms of
the filling factor of the PSB absorber (see Equation 2.3). For the Boomerang geometry,
two absorber metallizations were fabricated and tested, corresponding to approximately 0.5
Ω/square and 10 Ω/square. The measured coupling efficiency of the two types of devices
are indicated by the open diamonds, and are in excellent agreement with the numerical
result. The error bars represent the uncertainty in the cold impedance of the metallization
layer and the transmission of the window material and optical filters.
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In order to validate both the numerical procedure and the application of trans-

mission line theory to the PSB coupling, optical efficiency measurements of devices

with physical surface impedances of ∼ 0.5 Ω/square and ∼ 10 Ω/square were made.

The numerical, theoretical, and measured efficiencies are compared in Figure 2.14 at

right. The well-matched devices showed optical efficiencies nearly a factor of four

higher than the low impedance devices, and validate the applicability of transmission

line theory to the PSB coupling structure.

Similar numerical simulations were made of a smooth-walled conical feed exiting

into an integrating cavity. This structure was found to deviate significantly from the

transmission line theory and showed little dependence on the details of the absorber

geometry, presumably because the abrupt discontinuity in the boundary conditions

at the entrance to the cavity dominates the return loss.

The results of the numerical computations suggest that it is not possible, in princi-

pal, to analytically calculate the optimal absorber surface impedance for an arbitrary

geometry due to the fact that the characteristic impedance of the structure, Z0, is

itself dependent on the web geometry. However, in the limit that the absorber geom-

etry approaches a solid resistive sheet, the optimal characteristic impedance of the

PSB coupling structure approaches Z0 → 470Ω. This numerically determined char-

acteristic impedance is greater than that of free space (377 Ω), as is to be expected

for an electrically small structure.

An approximate relationship for the optimal target surface impedance of a given

absorber geometry can then be obtained in the following way. Imagine making N

infinitesimally thin slices through a solid sheet absorber of this surface impedance.

Clearly Z0, the optimal surface impedance of a solid sheet, is still the appropriate

target impedance. If one then reduces the width, w, of each of the N + 1 legs of

the absorber without adjusting the physical surface impedance from Z0, the optically

active area will no longer have the same characteristic impedance. For a given ab-

sorber diameter D and center to center leg spacing g = D
N+1

, each leg will be acting

for an optical area that is fixed (g × L), while its geometric area (w × L) is clearly

not. Therefore, one would expect that the optimal target surface impedance would
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Figure 2.15: The thermal properties of the prototype PSBs. At left, the measured re-
sponse of a PSB pair to a chopped optical source. The two devices, which are overplotted,
are very well-matched in τ and therefore well-matched in both heat capacity and thermal
conductivity. At right, a plot of the measured heat capacity versus thermal conductivity for
a variety of PSB devices at 300mK. The region is the region of parameter space acceptable
for Boomerang’s 150 GHz PSBs is crosshatched.

scale as the ratio of geometric area to optical area,

Zabs ≈ Z0
w

g
= Z0

w(N + 1)

D
, (2.3)

so that in the limit that the filling factor approaches unity the surface impedance,

Zabs, approaches Z0. For g . λ/5, we have found good agreement between this

approximate relation and numerical calculations of the optimal surface impedance

of a given absorber geometry. For reference, the Boomerang devices have twenty-

three absorber legs of width w ≃ 3µm, and a 2.6-mm absorber diameter (see Table

2.3). Using the Z0 determined from a solid sheet absorber, application of Equation

2.3 yields an optimal impedance of 12.5 Ω/square, versus the numerically determined

value of 13.6.

The bolometer design must ensure that the power deposited on the absorber is

efficiently detected by the thermistor. The parasitic thermal conductivity of the Si3N4

supports and inefficient heat transport across the absorber can potentially result in

a loss of detector efficiency if a significant fraction of the optical power dissipated in

the absorber does not result in a temperature rise of the thermistor. For this reason,
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several features were built into the PSB design to ensure sufficient thermal efficiency.

The electrical leads constitute the dominant thermal path from the bolometer to

the temperature bath. The thermistor is located on a pad that is heat sunk to both

the leads and the absorber via a thermally conductive ring surrounding the absorber.

For the extremely low background bolometers with thermal conductivities below 30

pW/K, the Si3N4 beam supporting the leads has been found to be a significant con-

tribution to the total thermal conductivity. The scaling of the thermal conductance

with temperature for these devices is consistent with a T 3 dependence, as described

in Holmes, et al. [68].

A finite element thermal model of the bolometer design was implemented in order

to analyze the thermal efficiency of the bolometer design. The thermal conductance

and heat capacity of the metallization and Si3N4 structures used by the model were

obtained empirically in independent analysis of similar structures [68]. The thermal

model allows the calculation of the temperature rise at the thermistor resulting from

power (DC and AC) dissipated on the absorber, the bolometer response to a transient

pulse of power deposited on the absorber (similar to a cosmic ray hit), and the ratio

of power flow through the thermistor to the total power deposited on the bolometer.

The response of the device to a chopped source was measured over a ∼ 1 kHz

bandwidth. The measured bolometer response agrees very well with the finite element

model. The calculated ratio of rise time to relaxation time for a transient pulse is

∼ 10% at 400 mK, which indicates that the crossing time for temperature fluctuations

across the absorber is much less than the thermal time constant of the bolometer.

Finally, the results of the thermal analysis indicate that the ratio of power flow

through the thermistor to the total power deposited on the mesh is 0.97 for the

prototype devices.

The two bolometers in a PSB pair can be read out either in a bridge circuit or

individually. A bridge circuit has the advantage of measuring the difference signal

directly through a single amplifier chain, however it requires close matching of the

thermistor properties and does not provide a precise measurement of the Stokes I pa-

rameter. For the study of the cosmic background radiation, it is highly advantageous
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Figure 2.16: The upper panel displays the measured crosspolar performance of a prototype
(Type 04, see Table 2.3) PSB in the Boomerang test bed. The upper panels show the
measured spectra in the two orthogonal directions defined by the PSB pair. Below, the
measured crosspolar leakage, ǫi, as a function of frequency for a PSB pair. The spectral
resolution of the measurement is 4 GHz and the signal to noise is only significant within
the passband, from 124 to 168 GHz. The filled circles indicate the single frequency re-
sults of the HFSS simulations. The open circles are the simulation results for the device
geometry designed for Planck. In the bottom panel, the measured optical efficiency of the
Boomerang PSBs. The spectra are taken with a Fourier transform spectrometer at 500
MHz resolution. The spectral normalization is obtained by measuring the electrical power
difference at constant resistance with 77K, 90K, 273K, and 300K beam filling loads. The
spectra for the two bolometers in a PSB pair are shown, one with a solid line, the other
with a dotted line.
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to measure both the polarized and unpolarized components simultaneously. In the

remainder of this chapter we will consider the signals received by the bolometers indi-

vidually. An analysis of the individual readout illustrates the fundamental properties

of the PSBs and how they can be interpreted in terms of the Stokes parameters.

A completely general analysis of the signals is presented in Section 5.1.3. In the

following discussion, we take a somewhat simplified approach; in a suitably defined

coordinate system the measured signal voltage is given by the integral over electro-

magnetic frequency,

vi =
si
2

∫
dνλ2 Fν

[
(1 + ǫ) I + (1 − ǫ) ( Q cos 2ψi + U sin 2ψi)

]
, (2.4)

where s is the voltage responsivity of the bolometer, λ2 is the throughput (AΩ) of

the system, and Fν is the absolute spectral transmission. The crosspolar leakage, ǫi,

the quantity measured in Figure 2.16, is the response of a device to a 100% linearly

polarized source oriented perpendicular to the design axis of sensitivity.4 Equivalently,

one may define a polarization efficiency of the detector, η ≡ 1− ǫ, which, as is shown

below, enters as a multiplicative factor in the overall efficiency of the system to

polarized radiation. The alignment angle, ψi, is the orientation of the bolometer in

the coordinate system that defines Q and U . The bolometer voltage responsivities,

si, are dependent on the total background power, the temperature of the bath, the

thermal conductance, and the thermistor properties.

Ideally, the two bolometers would have ǫ = 0 and would be oriented exactly 90◦

with respect to one another; however, in practice the two devices exhibit crosspolar

response at the few percent level and are typically orthogonal to within 1.5◦. It is

important to note that a single PSB cannot fully characterize the polarization of the

signal without some method of rotating Q into U , or vice versa. Ideally one would

modulate the polarized component of the radiation, as with a wave-plate or Faraday

rotator, in order to unambiguously measure both the Stokes Q and U parameters from

a single feed. In practice, instruments such as Boomerang and Planck will rely on

4As shown in Section 5.1.2, the leakage ǫ is simply the square of the ratio of the diagonal elements
of the Jones matrix describing an imperfect polarizer.
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scanning through several orientations on the sky in order to build up information on

both Q and U .

In a suitably defined coordinate system, ψ1 ≃ 0◦ and ψ2 ≃ 90◦. Therefore, so

long as ǫi ≪ 1, a measurement of I is obtained by summing the two signals while a

measurement ofQ is obtained by taking the difference. For simplicity, we approximate

Equation 2.4 by removing I, Q, and U from the frequency integral and introducing

the factor Fi ≡
∫
dν λ2 ηi Fi(ν). Taking the signal difference yields

(v1 − v2) = γ · I + δ ·Q , (2.5)

where we have made the definitions

γ ≡ [S1 · F1 · (1 + ǫ1) − S2 · F2 · (1 + ǫ2)] (2.6)

δ ≡ [S1 · F1 · (1 − ǫ1) + S2 · F2 · (1 − ǫ2)] . (2.7)

The parameter ǫ is identical to a degradation in sensitivity to polarization. The

common mode rejection ratio (CMRR) of the PSB receiver depends crucially on the

stability of the coefficient γ in Equation 2.6. For studies of the CMB, the dominant

unpolarized signal, I, will be that of the temperature anisotropy. For the currently

favored ΛCDM cosmology, the ratio of the polarized to unpolarized power is expected

to range from 2–6% over the angular scales of interest, which determines the level

of stability required of the parameter γ.5 Observational efforts to detect the (much

smaller) imprint of tensor fluctuations on the cmb will require a correspondingly

greater control of gain fluctuations. Analytical methods are addressed in more detail

in Chapter 5.

From Equation 2.6, it is evident that the stability of γ depends on the stability of

both the crosspolar leakage and the calibration. The intrinsic polarization efficiency

of a PSB is a property of the geometry of the absorber and coupling structure, the

5Specifically, 〈EE〉/〈TT 〉, the ratio of gradient mode polarization to temperature anisotropy
band-powers over angular scales of ∼ 2◦ to 10′, or ℓ ≃ 400 − 2000.
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metallization of the absorber, and the spectral bandpass.6 The numerical simulations

provide some intuition about the origin of this crosspolar response. For a single

frequency, one can integrate the component of the Poynting vector normal to two

separate surfaces, each of which fully enclose one of the bolometers. The model used

includes the detailed geometry of the absorber, the thermistor, the electrical leads,

and all support structures. For a given source polarization, a comparison of the total

integrated flux through these surfaces yields the ratio of power absorbed on each

bolometer. The results of this numerical procedure for five PSB absorber geometries

are presented in Table 2.3. In all cases, the surface impedance which provided the

maximum polarization efficiency was found to coincide with the value yielding the

peak power absorption. A deviation from optimal surface impedance of ∼ 20% was

found to result in a degradation of the polarization leakage by ∼ 12% (absolute).

Measurements of the cross polarization are in good agreement with the numeri-

cally determined values. Two methods were used to measure the crosspolar response

of the system. A polarized Fourier transform spectrometer (FTS) was used to mea-

sure the spectral dependence of the polarization efficiency. The left panel of Figure

2.16 shows the measured spectrum of the crosspolar response for a prototype PSB

installed in the Boomerang testbed at 4 GHz resolution. The filled circles represent

single frequency results from numerically integrating the Poynting flux. A second test

used a chopped thermal (Raleigh-Jeans) source and polarizing grid to measure the

broadband response as a function of grid orientation. The latter measurement will

generally result in a lower polarization efficiency than will result in a measurement of

the CMB due to the relatively flat spectrum of the cosmological signal and the rising

spectrum of the polarization leakage.

As is evident from Figure 2.13, a significant fraction of the crosspolar response

of the prototype devices originates from power dissipation at the edge of the mesh.

Another factor found to influence the crosspolar response is the line spacing, g. The

6Of course, the efficiency of a given instrument depends as well on the properties of optical
arrangement, including the filters, feed elements, reflectors, and window material, etc. At the
percent level, we have observed a degradation of polarization efficiency with increased thickness of
the window material.
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Bolometer Parameters
d [ mm ] w [ µm ] g [ µm ] Z0 [ Ω/square] ǫ [ % ]

Type 01† 2.6 3 108 13.6 2.6
Type 02† 2.6 5 108 22.5 2.3
Type 03 2.6 3 325 4.9 5.6
Type 04 2.6 3 217 6.8 5.4
Type 05‡ 3.2 3 100 15.4 1.3

Table 2.3: Bolometer design parameters for the four prototype device geometries (Types
01–04), and the Planck 143 GHz geometry (type 05). The values of Z0 and ǫ quoted in
the last two columns represent the numerically determined values at 150 GHz. § The
polarization leakage, defined by Equation 2.4 is calculated at optimal absorber impedance.
† The device geometries used in Boomerang. ‡ The device designed for Planck HFI’s 143
GHz channels.

calculated crosspolar level generally declines with a more densely packed grid. In order

to determine the effect, if any, of the Si3N4 mechanical supports running perpendicular

to the absorbing legs on the cross polarization, the support legs of a prototype device

were removed by laser oblation after optical testing. Retesting the device showed no

change in the level of polarization leakage. The polarization leakage, ǫ, is a material

property of the device and is entirely stable.

An additional effect which can be important is the role of electrical crosstalk be-

tween readout channels. Electrical shielding of the bias and signal lines is required to

minimize this effect, especially between the two devices within a pair. This crosstalk

is indistinguishable from crosspolar leakage, ǫ, and must be both carefully avoided

and characterized.

We have shown that the stability of the relative calibration of the two polarization

senses is critical in order to achieve an acceptably small systematic contribution to

the signal. This situation is by no means unique to a PSB receiver. Coherent receivers

are susceptible to large gain fluctuations and phase error in the front-end amplifiers,

which are analogous, though typically far larger in amplitude, to fluctuations in the

product Si · Fi. For this reason most correlation receivers used in measurements of

the CMB use some sort of synchronous demodulation of the signal at frequencies

above that of the gain fluctuations. As we will see, the PSB architecture is designed
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Figure 2.17: The Boomerang 150 GHz PSB feed assembly. The 2K feed, though not
a necessary component of the PSB design, is a convenient method of including additional
filtering and control of the beam without loss of performance. Both the 2K and sub-Kelvin
feeds are fully corrugated and profiled to provide high fidelity transmission of the polarized
signal, symmetric E and H plane beams, and relatively high gain in a compact system.

to realize stability in the relative calibration at frequencies as low as a few tens of

milliHertz.

Fluctuations in the relative calibration arise from mismatched effective through-

put, Fi, as well as from drifts in the voltage responsivity, Si. The lower panel of Figure

2.16 shows band-averaged optical efficiencies, essentially dFi/dν, of the Boomerang

PSBs. The efficiencies are matched to within a few percent, while the band edges

are matched to better than 0.2%. The edge of the band is determined by the wave

guide cutoff of the feed, while the upper edge is defined by metal mesh resonant fil-

ters [164, 100]. Due to the fact that the optical path for each polarization sense is

identical, the voltage responsivity will dominate variations in the calibration. As we

will see, the great advantage of the PSB architecture is the fact that the factors that

determine the relative responsivity are intrinsic to the physical arrangement, and are

therefore extremely stable.

Any number of authors have discussed the theory of operation of bolometric re-

ceivers; the authoritative treatment is given in the series of papers by Mather, which

borrows heavily on the early work of Jones [82, 114, 115]. It can be fairly easily
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shown that the voltage responsivity of a bolometer under a given optical load is com-

pletely determined by five quantities, the spectral bandpass, the quantum efficiency,

the temperature of the bath, the thermal conductance to the bath, and the prop-

erties of the thermistor material. We have discussed the first two items, and have

shown them to be well matched and extremely stable. The physical proximity of

the devices, separated by < 60µm on a beryllium copper housing, ensures that the

two devices operate from a common bath temperature. The thermal conductance

to the bath is determined by the uniformity of the metal deposition of the electrical

leads, and is matched to within ∼ 10% for the devices fabricated on a single wafer for

the Boomerang PSBs. Better matching is possible for devices with higher thermal

conductivity than those designed for Boomerang, G ≃ 20 pW/K at 300 mK. The

final contribution to the difference in responsivity of devices within a PSB pair is the

variation in the thermistor properties between the two devices. The NTD germanium

thermistors used in this work have a resistance versus temperature well described by

R(T ) = R0e
√

∆
T .

Variation in the parameter ∆, which is a property of the doping of the germanium,

is found to be much smaller than the variation in R0, which is dependent on the

geometry of the chip. However, both parameters are intrinsic to the chip, and likewise

are entirely stable.

As an illustration of the CMRR of a working PSB, Figure 2.18 shows the raw

output of one of the Boomerang PSB pairs while observing through the atmospheric

column from sealevel prior to the Antarctic LDB flight. The two upper panels show

the traces from each of the individual detectors, while their difference is shown in the

third panel. The power spectrum of the sum and difference time streams is shown

in Figure 2.19. The power spectrum of the difference signal is consistent with the

expected noise level of the receiver alone, putting a limit on the CMRR of better than

−26 dB at 10 mHz.

The experimental results reported in this work are primarily the results of the
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Figure 2.18: Atmospheric brightness fluctuations in the time domain. These bolometer
traces were obtained while staring at a 45◦ zenith angle from the Ross Ice Shelf prior to
launch. While not typical of the atmospheric noise at good observing sites, the data are
indicative of the common mode rejection achieved with a PSB. The top two panels are the
signals (scaled by a relative calibration factor) from a PSB pair. The bottom panel is the
difference time stream.

development program for the new Boomerang focal plane. The Boomerang re-

ceiver is a prototype of the Planck HFI 143 GHz polarized receiver. We include for

completeness the details of this system, so that the data may be interpreted in the

proper context.

In addition to the feed element described in Section 2.4, the prototype optical

system consists of a profiled, corrugated back-to-back feed that is cooled to 2 K.

This feed defines the lower edge of the operational band, and couples to the reflector

system. The high-pass edge of the sub-Kelvin assembly is designed to be ∼ 10%

below that of the 2 K feed in order to assure that both the throughput and beam

definition are provided by the 2 K feed element. Two different 2 K feeds were designed

and tested, each of which is corrugated in both the front and back sections. Neither

of these feeds were found to contribute to the cross polarization or to degrade the
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Figure 2.19: The power spectrum of the atmospheric fluctuations, and that of the differ-
ence between the two signals from a PSB pair. CMRRs were obtained in excess of −26 dB
at frequencies down to 10 mHz. The difference signal is consistent with the noise power
spectrum of the readout electronics alone. For terrestrial telescopes, the atmospheric fluc-
tuations allow a precise determination of the relative calibration of devices within a PSB
pair over very short timescales.

optical efficiency when properly configured. However, replacing the sub-Kelvin feed

with a smooth-walled but otherwise identical feed resulted in a two-fold increase

(roughly 5%, absolute) in the crosspolar response, ǫ, of a PSB receiver tested in the

Boomerang focal plane.

The system has achieved high end-to-end efficiency in lab testing. A band-average

efficiency of nearly 40% is measured by calculating the power difference observed

between beam-filling loads that are controlled at temperatures of 273 and 300 K,

as well as 77 K and 90 K. The right panel of Figure 2.16 shows the normalized

transmission of the system measured as integrated in the Boomerang cryostat. This

efficiency is not corrected for any loss in the vacuum window material, the blocking

filters at 80 K and 2 K, or the sub-Kelvin or 2 K feeds.

We have demonstrated a 300 mK bolometric receiver that is intrinsically sen-
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sitive to linear polarization over a 33% bandwidth. The general design is scalable

from ∼ 60 −−600 GHz. This design benefits from reduced susceptibility to system-

atic effects due to the common filtering, matched beams on the sky, matched time

constants, stable relative responsivities, and matched end-to-end efficiencies of each

sense of linear polarization. Unlike coherent correlation polarimeters, this receiver si-

multaneously measures the polarized and unpolarized components of the signal with

comparable sensitivity. The design minimizes the size and weight of the receiver,

making it especially appropriate for orbital and suborbital compact feed-horn ar-

rays. A general method of reliably calculating the optimal absorber impedance for

a bolometric detector is presented. The measured performance of the system is well

understood theoretically and is in good agreement with the results of the numerical

modeling. The system has been realized at 100, 143, 217 and 353 GHz in the Planck

HFI.

2.3.2 Photometers

The two-color photometer is an evolutionary development of the photometers orig-

inally designed for MAX [44], and used subsequently by the SuZIE [69], the FIRP

instrument on the IRTS [97], and the Boomerang98 cmb experiments [122]. The

Boomerang photometer has been optimized for only two frequencies, and has been

made polarization sensitive by the fitting of a polarizing grid to the feed aperture. The

detectors are all similar, if not identical, to the detectors flown on Boomerang98.

The Boomerang feed design, described in Section 2.4.2, is significantly advanced

relative to earlier versions of the photometer.

The photometer body is fed with a feed antenna designed to operate at frequencies

from ∼ 200 GHz to 400 GHz. The radiation is coupled through a 420 GHz low-

pass filter into the 12.7 mm diameter photometer body. A dichroic filter, oriented

at 45◦ with respect to the optical axis, directs radiation at frequencies above 295

GHz to the 345 GHz detector module while passing the all lower frequencies to the

245 GHz detector module. The detector modules are thermally isolated from the
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Figure 2.20: An assembly drawing of the two-color photometer. The radiating aperture,
which couples to the telescope, is to the right. A polarizing grid is attached to the radiating
aperture to provide sensitivity to polarization. The 2K feed is fully corrugated, while the
sub-Kelvin feeds are smooth-walled. The sub-K feeds are oversized to maximize coupling
efficiency, therefore the throat of the corrugated feed determines the high-pass edge for the
245 GHz.

photometer body, which is held near 2K, by a ∼ 5-mm gap. The photometer sub-

Kelvin feeds are smooth walled with an exit aperture matched to the geometric area of

the absorber. Corrugated feeds are not necessary, as the polarization discrimination

and beam forming is determined by the 2-Kelvin feed antenna. In order to preserve

beam symmetry, the ideal location for the polarizing grid is on the photometer side

of the feed antenna. Unfortunately, due to mode conversion in the photometer body

this resulted in unacceptably high polarization leakage. As a result, the grid was

moved to the radiating aperture.7

2.3.3 Optical filtering

Optical filtering is of critical importance to a bolometric receiver; in addition to defin-

ing the optical passband, care must be taken to ensure that the detector is shielded

7At least, for the case of single-moded operation. The photometer feed will be discussed in more
detail in Section 2.4.2.
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from out-of-band radiation originating from within the cryostat. The optical filters

also play a significant role in the determination of the end-to-end optical efficiency

of the system. Finally, the optical filtering must reduce the radiative loading on the

various stages of the cryogenic system to acceptable levels.

The window of the Boomerang cryostat consists of a 50−µm polypropylene film

stretched on an elliptical aluminum frame. The window has excellent transmission at

all three wavelengths but is exceedingly fragile, requiring replacement after each run

of the cryostat.8

Far infrared filters typically consist of layered capacitive and inductive meshes

deposited on polyethylene, polypropylene, or Mylar substrates. Polyethylene is used

least often since it lacks the rigidity of the other plastics, which are largely self-

supporting. A familiar example of an inductive mesh is the thick-grill high-pass filter

of the sort often seen on the glass of a microwave-oven door. Wavelengths longer than

the hole spacing (microwaves) see a perfectly conducting surface, whereas shorter

wavelength radiation (visible light) passes through freely. Capacitive meshes are the

negative of the inductive geometry. Capacitive coupling between the elements of the

mesh make the surface reflective (or lossy) at short wavelengths, while transmitting

longer wavelengths. An example of this sort of filter is the type of foil through which

you might observe a solar eclipse. Pop-Tart wrappers work admirably well for just

this purpose.

Boomerang uses neither microwave-oven doors nor Pop-Tart wrappers in its

optical chain, although it would be fascinating to try the latter. Most of the filters

used in Boomerang consist of layers of patterned meshes deposited on polypropylene

substrates.9 The layers are hot-pressed to form a single self-supporting filter. Some

of the thicker hot-pressed filters are antireflection coated with a tuned layer of PTFE

8When under vacuum, the ∼ 20 cm window bows inward by nearly 2 cm, and retains this shape
even when brought to neutral pressure. This is an exceedingly frightening sight for an experimen-
talist.

9The dichroic beam-splitter used in the photometer body is the sole exception. That filter is an
air-gap filter. The inductive layers are deposited on a thin Mylar substrate and stretched on an
aluminum frame. The polarizing grids used on the photometer and in laboratory testing, and the
neutral-density filter, are made in a similar fashion. Instead of inductive or capacitive grids, a linear
pattern is used for the polarizer, while a uniform lossy coating is used for the NDF.
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Optical Filters
Temp. 145 GHz 245 GHz 345 GHz
77 K ∼ 100µm IR blocker

... 540 GHz AR-coated LPF
2 K ∼ 100µm IR blocker

... 450 GHz AR-coated LPF

... Removable NDF†

... Polarizing Grid

... 420 GHz LPF

... 180µm BP/Yosh LPF‡

... 295 GHz dichroic LPF 295 GHz dichroic HPF
0.3 K 180µm BP/Yosh LPF‡ 360 GHz LPF 410 GHz LPF

... 255 GHz LPF

... 540 GHz LPF

... 168 GHz LPF
† The neutral density filter can be mechanically rotated in and out of the beam

while the system is cooled down.
‡ A black-poly Yoshinaga filter is an absorptive filter consisting of a thallium

salt deposited on a black polyethylene substrate, the thickness of which is
tuned to minimize reflections [173].

Table 2.4: The optical filtering scheme employed by Boomerang. In order to take ad-
vantage of the low backgrounds available at float altitudes, much care must be taken to
reduce the background originating from within the cryostat. While the metal mesh filters,
which consist of bonded layers of polyethylene, exhibit in-band emissivities at the percent
level, the PTFE antireflection coating is several times more emissive. It is crucial that these
filters remain well heat-sunk and protected from infrared emission from the warmer stages.

(Teflon). At normal incidence to a dielectric boundary, a λn/4 layer of material

with an index equal to the geometric mean of the two media minimizes the reflected

amplitude.

PTFE has an index of refraction close to the square root of that of the polypropy-

lene material in the hot-pressed filters. However, the PTFE has high infrared emis-

sivity, which resulted in excessive heating of the Boomerang filters as well as a

large thermal load on the LN2 and 4He stages. In addition, the heating of the filters

led to a significant increase in background loading of the detectors resulting from
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Figure 2.21: The dependence of receiver sensitivity to bolometer thermal conductance,
G0. The sensitivity curves for all three Boomerang frequency bands are shown, the lowest
NET being the 145GHz PSBs, and the highest corresponding to the 345GHz photometer
channel. A detailed explanation of the receiver model can be found in Appendix B. The
calculations depend on accurate modeling of the in-flight background loading conditions.

in-band thermal emission. To ameliorate this problem, large-format, composite IR

blockers were fitted in front of the 77K and 2K filters. These filters have high in-band

transmission and reflect radiation at wavelengths shortward of ∼ 100µm.

2.3.4 Detectors

A model of the in-flight optical loading accounted for the expected contributions from

the cmb, the atmosphere, and the internal components of the cryostat, based on the

detailed transmission spectrum of each channel. This estimate of optical background

was fed into the bolometer model described in Appendix B. The optimal bolometer

design parameters are found by minimizing the raw sensitivity. The dependence of

the sensitivity on the thermal conductance, G0, is shown in Figure 2.21.

Because of the sharp decline in responsivity at low impedance, the degradation in

sensitivity is more gradual at higher G than it is at lower G, the targets were chosen
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slightly higher than the optimal value. With the current fabrication techniques,

there is considerable (∼ 30–50%) variation between the achieved and target thermal

conductivity, especially at the extremely low Gs required for Boomerang’s 145

GHz PSBs. This is another reason to aim high when setting a thermal conductivity

specification.

Based on these considerations, the PSB Gs were all targeted to ∼30 pW/K at 300

mK. Prior to Boomerang, no bolometers had been operated with such low thermal

conductance. For the photometer channels, the optimal G range was perfectly suited

to the existing Boomerang98 “spider-web” devices. Several more detectors of the

same type were fabricated and mounted in modules as spares. One of the devices

flown in Boomerang98 (B220A1) developed an open circuit and was replaced. The

types and properties of the bolometers flown on Boomerang are given in Table 2.5.

All 145 GHz devices are prototypes of the Planck HFI detectors. The designations

for the 245 and 345 detectors refer to their original use in the Boomerang98 focal

plane.

2.3.5 Readout electronics

In order to achieve the required low frequency stability, the bolometers are sine-

wave biased and square-wave demodulated. Phase shift compensation is applied at

the demodulator. Cold (120 K) front end JFETs (IR Labs TIA JFET amplifiers)

act as unity-gain differential impedance transformers for the high impedance wiring.

A bias frequency of 144 Hz, nearly three times lower than originally planned, was

chosen in order to minimize susceptibility to parasitic capacitance and noise. In

particular, lowering the bias frequency decreases the amplitude of the signal/reference

phase shift and places the noise lines resulting from beat frequencies outside our

signal bandwidth. Beat frequencies are observed with both the DAS sample rate

and the system’s microphonic resonant frequencies.10 The bias frequency must be

kept sufficiently high to be above the ∼ 10 Hz 1/f knee of the JFETs, as well as to

10Indeed, monitoring of these resonances allows one to track, with very high precision, the fre-
quency stability of the bias generator.
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Bolometer Parameters
channel device G0 β ∆Q(90−77)

† η‡ R300K

b145w1 HFI-10R 23 1.3 1.90 0.33 5.00
b145w2 HFI-10L 17 1.3 1.93 0.36 6.27
b145x1 HFI-09R 17 1.4 2.01 0.39 5.75
b145x2 HFI-09L 22 1.3 1.83 0.31 5.92
b145y1 HFI-03L 17 1.4 2.09 0.39 6.98
b145y2 HFI-03R 20 1.3 2.24 0.46 5.36
b145z1 HFI-07L 20 1.4 1.44 0.27 5.41
b145z2 HFI-07R 24 1.2 1.07 0.23 6.07
b245w B150B1 55 1.0 4.15 0.37 1.56
b245x B150A 56 1.0 3.54 0.37 1.65
b245y DarkB 54 1.0 3.35 0.34 1.52
b245z B150B2 66 1.0 3.51 0.36 1.46
b345w B220A2 150 1.0 12.9 0.77 1.05
b345x B220B2 142 1.0 14.2 0.90 1.13
b345y M1-10 174 1.0 13.4 0.88 0.71
b345z B220B1 161 1.0 12.5 0.88 1.14

Table 2.5: The characteristics of the bolometers flown on B2K. The 145 GHz bandpass
provides 0.51 pW/KRJ , assuming perfect efficiency. The integrated spectral transmissions
of the PSB pairs differ by less than 2% for all pixels. The column labeled R300K indicates
the warm lead impedances. The Weideman-Franz conductivity (2.5 · 10−8 WΩ/K2), after
scaling the impedance of the thin film to the operating temperature (the impedance drops
by a factor of 1.8) gives a lower bound on the thermal conductance of about 3 pW/K for
the Boomerang PSBs.† Power differences are accurate to ±0.25 pW. ‡ Assuming single
moded throughput. The 345 GHz channels are slightly overmoded.

provide constant power dissipation in the bolometers. Sine-wave biasing at frequencies

below or near the thermal time constant of the detectors results in a degradation of

sensitivity.

The JFETs dominate the voltage noise of the system, contributing 8–10 nV/
√

Hz

with a 1/f knee near 10 Hz. The JFETs feed a low noise differential preamplifier (gain

about 375), which is followed by a ∼ 40 Hz bandwidth bi-quad bandpass filter centered

at the bias frequency. This limits the voltage noise contribution from the JFETs to

the postdetection bandwidth centered at the bias frequency. The warm electronics

contribute an additional ∼ 6 nV/
√

Hz of noise to the system. The trimpots used to

set the center frequency of the bandpass filter were the source of considerable popcorn

noise, and were replaced prior to flight with fixed metal film resistors.
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The signal from the bandpass filter is multiplied by the square wave reference,

and is passed through a four-pole Butterworth low-pass filter with a cutoff of 20 Hz.

The (bit noise limited) Butterworth output is sampled at 5 Hz, and is passed on to

a high-pass 5.6-mHz HP filter with in-band gain of 100. This AC-coupled signal is

sampled at 60 Hz.

The demodulator output is a rectified sine wave characterized by a dominant

Fourier component at 2fbias. While heavily attenuated by the antialiasing filter, this

signal at 2fbias is still present with high signal-to-noise. This is a distinct disadvantage

of lowering the bias frequency given a fixed postdetection bandwidth. Beating of 2fbias

with the fifth harmonic of the DAS sample rate produces our prominent 12-Hz line

(see Figure 2.19). A more detailed description of the readout and its quirks can be

found in Appendix D.

It is extremely important that the bias generator and biquad bandpass filters be

very stable over long (∼ hour) periods; thermal variations in these components con-

tribute to fluctuations in the low frequency noise properties over these time periods,

which would violate the assumption of piecewise noise stationarity required for the

analysis. Therefore, all of the capacitors in the bias generator and bandpass filter

were replaced with either low TC NPO or Polycarbonate film components. The sta-

bility of the bias generator was monitored in-flight both by directly demodulating

and sampling the reference, and by monitoring a cold (sub-Kelvin) resistor. The low

frequency of the AC-coupling filter required high capacitance Tantalum capacitors,

which have a relatively high temperature coefficient. The current leakage in the ca-

pacitors results in a DC offset. The severity of the low frequency noise was found to

be well-correlated with the DC offset level, indicating that the coupling capacitors on

the output stage of the demodulation circuit dominate the low frequency noise in the

electronics.

RF and microphonics

The high impedance of the semiconductor bolometers makes them susceptible to RF

and microphonic interference. The PSB modules incorporate onboard LC filters that
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attenuate RF at frequencies above a few tens of MHz. From the modules, the high

impedance wiring runs through shielded twisted pair wires that are tightly secured

to the sub-Kelvin plate with wire ties and silicone tape. As they exit the 2K Faraday

cage, the signal and bias lines are run through an Eccosorb filter consisting of bare

copper wires cast in Eccosorb. RF currents flowing on the wires are isolated to the

outer skin depth of the conductor, where they are attenuated due to the proximity of

the lossy Eccosorb. These filters form an effective (although massive and bulky) RF

filter that is microphonically robust. The signals enter the JFET box directly from

the Eccosorb filters. Finally, in-line filters buffer the lines running from the cryostat

to the warm electronics box, which is sealed with conductive tape prior to launch.

2.4 Optics

2.4.1 Telescope

The Boomerang telescope is an off-axis Gregorian system consisting of an ambient

temperature 1.3-meter primary and cooled (2K) secondary and tertiary mirrors. The

tertiary is illuminated by an array of eight profiled, corrugated feed horns. The

telescope was designed in the geometrical optics limit to produce an image of the

primary at the tertiary mirror. There is a 1-cm diameter hole bored through the

center of the tertiary mirror to accommodate a calibration lamp. In retrospect, there

is no justification for placing the calibration lamp in the center of the optical system.

An off-axis source could provide a calibration reference with more than enough signal-

to-noise, and would not degrade the beam quality or throughput of the telescope.

The secondary and tertiary have effective focal lengths of 20 cm and 33 cm, re-

spectively. The surface shapes of these mirrors were designed using the Code V

ray-tracing software to provide diffraction limited performance at 1-mm wavelengths

over a 2◦ × 5◦ field of view. The surfaces of the primary, secondary, and tertiary
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Figure 2.22: An overview of the Boomerang optics. Radiation from the primary reflects
off the secondary, to the tertiary, and then to the focal plane. The secondary and tertiary
correct aberrations induced by the primary. They are kept at 1.65 K in a box coated
with absorbing material. The tertiary acts as the Lyot stop for the system, controlling the
illumination of the primary. Spillover off the edge of the tertiary sees a 1.65-K blackbody.

mirrors are designed to the specification

z(r) =
r2

R

[
1 +

√
1 − (1 + k) r

2

R2

] + Ar4 + Br6 , (2.8)

with parameters R, k, A, B as in Table 2.6.

The secondary and tertiary mirrors are housed in an optically sealed enclosure

that is cooled to ∼ 2 K. The interior of the optics box surrounding the tertiary and

secondary reflectors is treated with a high emissivity coating. The undersized tertiary

therefore defines a 2K Lyot stop, truncating the primary illumination at roughly 3/4

the radius (see Figure 2.23).

The introduction of a cold stop to the optical system represents a critical design

trade-off between near and far-sidelobe levels. The presence of the Lyot stop results in

a very large (nearly −100 dB) edge taper on the primary, which limits the diffractive

contribution to the wide angle response. However, the abrupt truncation of the
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Reflector Design Parameters
Mirror R (mm) k A (mm−3) B (mm−5)
Primary 2560 -1.0 0.0 0.0

Secondary 363.83041 -0.88279 1.36411×10−9 1.86915×10−15

Tertiary 545.74548 -1.0 4.39086 ×10−10 -3.26054×10−15

Table 2.6: The design parameters for the Boomerang telescope (Equation 2.8). The
reflectors are machined from bulk aluminum, and the surface is hand polished. The accuracy
of the surface finish is not well known.

primary illumination results in relatively high near-sidelobe levels.

The original beam calculations were performed using ray-tracing methods supple-

mented by the diffractive analysis of the commercial Zemax package. The impact of

the off-axis response of the telescope on the window function and calibration of the

instrument motivated the interest in performing a more rigorous calculation of the

telescope’s radiation pattern.

In order to accurately model the off-axis response of the telescope, a physical

optics calculation was performed for each of the 145 GHz and 245 GHz channels on

the instrument. Physical optics is the analysis of the electrical currents flowing on

all conductive surfaces that would be induced by power radiated from a feed horn

located in the focal plane. The three-dimensional surface currents, Js are determined

by tangential magnetic field H at the location of the conductor,

Js = 2n̂× H(rs).

In the limit that the grid spacing is sufficiently small that the surface is locally flat,

the radiated field is determined by the integral over the individual contributions of

the discretised surface currents,

H(r̂) = − 1

4π

∫ ∫
ds′
(
ik +

1

r

)
e−ikr

r
r̂ × Js(s

′) .

Accurate modeling of an optical system requires a detailed treatment of the feed

element; a well designed telescope is only as good as its feed. Therefore, the radiation
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Figure 2.23: The power illumination of the primary (left), secondary (middle) and tertiary
(right) mirrors for the B145W pixel, which is located on the edge of the Boomerang

focal plane. The secondary and tertiary mirrors are cooled to 2 K, and are surrounded by
absorbing material to control the primary illumination. There is a 1-cm diameter hole in
the center of the tertiary to accommodate a calibration lamp. The impact of the hole is
visible in the illumination pattern of the primary.

patterns of the feed horns are calculated by means of a modal-matching algorithm.

This method, which is easily applicable to single-moded, azimuthally symmetric ge-

ometries, is an exact numerical solution for the vector field distribution within the

feed element. The feed design and analysis will be discussed in detail in Section 2.4.2.

The aperture field distribution of the feed is propagated to the tertiary mirror,

where the induced surface currents are calculated on a 1/2 λ grid. The radiated

(complex) field amplitude at the grid positions on the secondary are calculated by

integrating over the individual contributions of the currents on the tertiary.

This process is repeated to reproduce the surface current distribution on the pri-

mary. The power illumination of each of the reflectors for one of the 145 GHz channels

is illustrated in Figure 2.23. It is assumed that the system is linear in the field am-

plitudes; that is, that the back reaction of induced currents on the source conductor

current distribution is of negligible amplitude. This assumption is checked through

direct calculation and, as one would expect, is found to be valid for Boomerang’s

reflector geometry at millimeter wavelengths. The exit aperture of the 4-K optics

box is coated with millimeter-wave absorbing material, which significantly limits the

contribution of induced currents in the vicinity of the window to the source currents

on the reflectors.
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Figure 2.24: The physical optics prediction of the projection of the beams on the sky. Both
the beam centroids and shape are in good agreement with measurements.

The primary illumination was calculated with several grid densities to check the

numerical convergence. Once the primary illumination is determined, the radiated

field can be computed at an arbitrary field point by performing a similar integration

over the surface current distribution. This procedure results in a fully polarized

prediction of the telescope response. Within one degree of the boresight the solution

was found to have converged with a 4λ grid. To calculate the radiated fields at large

angles, a higher grid density is required.

While extremely accurate, the physical optics technique is computationally in-

tensive. The calculation scales as ν4, with a large prefactor that depends on the

number and arrangement of the optical system. This scaling has restricted the com-

mon application of the technique to electrically small structures. With a few notable

exceptions, full scale physical optics calculations at high frequencies (> 100 GHz) and

for electrically large structures (D ≥ 600λ) are seldom found in the literature.
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Figure 2.25: The physical optics model of the near sidelobe structure of the 145GHz beam
(dashed line) and measurements of a thermal source (crosses). Measurement errors are
comparable to the size of the plot symbol. Deviations from the model at low amplitudes
are due to nonstationary atmospheric noise. The measured beam size is 9.72± 0.05′ fwhm,
in good agreement with the physical optics model.

For Boomerang’s three-reflector optical system, the computation time scales as

τ ∝ Nν Npol

[
at ρtν

2 + (atas ρtρs + asap ρsρp + apaf ρpρf ) ν
4
]
,

where the ρi (for i = t, s, p or f , for the tertiary, secondary, primary, or field) are the

gridding densities of the reflector or field surfaces, and the ai scale as the area of the

surface. The ρi depend on the size, shape, and relative orientations of the various

reflectors, and must be optimized for a balance between accuracy and efficiency.

The computational problem is exacerbated by Boomerang’s large dual-polarized

bandwidth. For an accuracy of ∼ 5%, Boomerang requires a calculation of the

beam at Nν & 5 frequencies in each band. The large bandwidth also implies that the

beam size is generally dependent on the spectrum of the observed source. Therefore,

frequency weighted beams must be produced independently for each required source
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Figure 2.26: The physical optics model of the near sidelobe structure of the 145 GHz beam.

spectrum–the two of interest for the present work are that of the cmb anisotropies

and of a Rayleigh-Jeans spectrum.

Fortunately, the problem is maximally parallelizable; each element’s surface inte-

gral may be accomplished independently. Furthermore, the frequency integrals are

assumed to be independent, allowing averaging of the radiated beam. For the analysis

of the Boomerang telescope, an eleven-node Beowulf cluster of 800 MHz P4s run-

ning under Linux accomplished the task for each 145 GHz channel in approximately

72 hours.

In this way, polarization and bandpass-averaged far-field radiation patterns are

calculated, producing beam centroid positions and two-degree-square beam patterns

for each of the eight 145 GHz and four 245 GHz channels, as illustrated in Figure 2.24.

The beam maps are generated at half-arcminute resolution. The two-dimensional

radiation pattern of one of the pixels is illustrated in Figure 2.26. An azimuthal cut

through the beam center of B145X is shown in Figure 2.27. The two-dimensional

frequency and polarization averaged radiation patterns are then used to generate

window functions for each channel.

To check the precision of the model calculations, a comparison with beam map
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Physical Beam Summary
Channel Azcent Elcent Azfwhm Elfwhm major minor angle
B145W1 45.25 15.19 9.76 9.92 10.08 9.62 -34
B145W2 45.25 15.19 9.76 9.92 10.09 9.61 -34
B145X1 15.09 15.19 9.75 9.88 9.93 9.71 -23
B145X2 15.09 15.19 9.78 9.88 9.95 9.72 -30
B145Y1 -15.09 15.19 9.78 9.87 9.85 9.80 66
B145Y2 -15.09 15.19 9.75 9.88 9.93 9.71 24
B145Z1 -45.25 15.19 9.75 9.92 10.08 9.61 33
B145Z2 -45.25 15.19 9.78 9.92 10.08 9.63 35
B245W 45.17 -15.32 5.51 5.69 5.69 5.32 -29
B245X 15.06 -15.34 5.49 5.61 5.52 5.38 -15
B245Y -15.06 -15.34 5.50 5.60 5.52 5.37 21
B245Z -45.17 -15.32 5.51 5.71 5.68 5.34 25

Table 2.7: The physical beam parameters, for a source with cmb spectrum.

data was made. The telescope beams were measured down to the ≈ −20 dB level

with high signal-to-noise using an ambient temperature Eccosorb ball suspended by

a helium filled dirigible ∼ 1.4 kilometers from the telescope. The calculated beams

compare well with the beam map data down to the noise floor of the data, as shown

in Figure 2.25. The observed fwhm derived from the field QSOs are consistent

with the calculated far-field beam shapes, convolved with the error in the pointing

reconstruction.

The accuracy of the sidelobe model within a degree of the boresight is limited by

the effect of window materials and optical filters on the beam. However, because of

their proximity to the prime-focus and the truncation of power due to the cold stop,

the impact of the filters and windows will be minimal.

The Boomerang telescope is heavily shielded from sun and earthshine. Two

large sun shields located on either side of the gondola ensure that the entire face of

the gondola remains shaded throughout the flight. A baffle, fixed with respect to the

telescope, provides further shielding from Earthshine and diffracted solar emission.

While the current distribution on the primary mirror determines the structure in

the near sidelobes, the far-sidelobe response is dominated by the phase errors asso-

ciated with surface imperfections and by diffraction around the edges of the shields
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and the gondola structure. The effect of the former is well understood, at least for a

known power spectrum of Gaussian distributed surface deformations. The presence

of the cold Lyot stop serves to mitigate the latter.

Phase errors in the aperture plane of the optical system give rise to a degradation

in forward gain and redistribution of that power to large solid angles. These phase

errors may arise from misalignment of the feed antennas or optics, imperfections in the

surfaces of the reflectors, or from thermal or gravitational deformation of the surface

shape. Because the physical optics approach works with equal efficiency (or lack

thereof) on arbitrary geometries, the procedure described above is naturally suited

to treat the effects of surface imperfections on scales larger than the grid spacing.

Given a measurement or calculation of the surface errors, their effect on the beam is

directly calculable. Accurate modeling of error tolerances is one of the most valuable

aspects of the physical optics approach.

Physical optics is as time-consuming as it is flexible; fortunately, an approximate

analytical treatment of surface errors illustrates the most important impacts of the

resultant phase error on the beam. Ruze has investigated the impact of a uniform

distribution of Gaussian aperture-plane phase errors on the primary beam, and found

an analytical solution that is in good agreement with controlled measurements [148].

Ruze scattering is an efficient way to approximate the effect of Gaussian random

surface errors on the beam.

For an rms surface error σl with a correlation length l, the beam pattern P (r̂) is

degraded according to the Ruze theory,

P ′(r̂) = P (r̂) e−ρ
2
l +

(
2π

l

λ

)2

e−ρ
2
l

∞∑

i

ρ2i

(i i!)
e−

1
i (

πl sin θ
λ )

2

, (2.9)

where ρl ≡ 4πσl/λ. Ruze scattering redistributes power from the main lobe into

a broad, azimuthally symmetric shoulder, whose solid angle is determined by the

correlation length.

Given the power spectrum of the surface errors, the Ruze approach may be applied

to each spatial mode independently to synthesize the resultant beam. Although no
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Figure 2.27: The physical optics model of the intermediate sidelobe structure, including the
effects of phase error (Ruze scattering). The series of broken lines indicate the contribution
of surface errors on 5-, 10-, 30- and 50-mm scales. The narrowest features result from the
largest scale errors. The points represent the beam pattern for a perfect surface shape. The
effect of the cold stop is evident in the sharp decrease in power beyond ∼ 6◦.

surface accuracy measurement has been performed on the Boomerang telescope,

a rough estimate of the power spectrum of surface errors may be inferred from that

typical of polished bulk aluminum.11 To first order, the phase errors of each reflector

will add in quadrature. The physical optics beam with Ruze scattering corrections for

one of Boomerang’s 145 GHz channels is shown in Figure 2.27. The two-dimensional

beam patterns resulting from this procedure are used to calculate Boomerang’s

window functions.

11Bulk aluminum 6061 can be hand polished to a surface accuracy of 0.1–0.2 µm rms [131].
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2.4.2 Feeds

A back-to-back feed design is used to couple radiation from the sub-Kelvin optics to

the telescope. In order to isolate the radiated field distribution from the sub-Kelvin

detectors and filters, the throat region of the back-to-back feeds are designed to be

single moded, and define the high-pass edge of the system. The design of the two

halves of the feed are therefore separable; the radiating feed must couple well to the

telescope optics whereas the back side of the feed must couple to the sub-Kelvin optics

and filters.

Boomerang’s focal plane contains two types of corrugated, profiled feed horns.

Corrugated feeds provide excellent beam symmetry and extremely low crosspolar

response over wide bandwidths. They are also less susceptible to the instrumental

polarization that can result from manufacturing asymmetries in circular waveguide.

Corrugated feeds

Motivated by the desire to make use of dual polarizations in communication antennas,

corrugated feeds were first investigated in the early 1960s. Forty years later, corru-

gated feeds are widely used in commercial, military, and astrophysical applications

requiring selective polarization, beam symmetry, high efficiency, and wide operational

bandwidth. Since the 1960s, the increase in available computational power has en-

abled feed designers to tailor the performance of the feeds through highly accurate

numerical simulations. Zhang has published an excellent review of the theory of op-

eration of corrugated waveguides [179]. Here we briefly summarize the topics needed

to describe the Boomerang feed design; a complete treatment may be found in the

referenced literature.

Corrugated waveguide structures (circular or otherwise) consist of a series–several

dozen to many hundreds–of adjacent hollow conductors with alternating crosssec-

tional area. The longitudinal length of each segment is much less than the smallest

operational wavelength.

Boomerang’s feeds are azimuthally symmetric in order to support both polariza-
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Figure 2.28: A mode diagram illustrating the design philosophy of the Boomerang feeds.
The normalized corrugation depths, ka and kb, are the radii of the inner and outer corru-
gations, respectively. Here k is the free-space wave number, k = 2πν/c. The outlined area
illustrates the region phase space that supports only the desired HE11 mode. The solid
lines indicate the full operational bandwidth of each of Boomerang’s three channels in the

throat section of the feed. The broken lines running from the center of the band illustrate
the evolution of the corrugation geometry as a function of the axial distance along the feed.
That is, the lines indicate the operational point in the ka-kb phase space along the length
of the feed, at the center frequency of each band. The red lines marked with filled circles
indicate the 145 GHz band and feed. The orange lines marked with stars are the 245 GHz
band and photometer feed, while the blue lines with triangles indicate the photometer’s
345 GHz band. The modal cut-on frequencies are shown and labeled for the lowest four
circular waveguide modes. The 345 GHz channel is clearly multimoded, as is confirmed by
the channel’s throughput (AΩ > λ2).
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tion senses; the structures consist of a series of cylindrical conductors of alternating

radius. Within each segment, the radius and azimuthal symmetry define a set of

orthogonal basis functions; namely, the familiar TE1i and TM1i circular waveguide

modes. These modes, like any solutions for a hollow conductor, are determined en-

tirely by the longitudinal components of the E (TM) or B (TE) fields. An arbitrary

azimuthally symmetric field distribution may be expressed as a linear combination of

these basis functions.

The boundary conditions for a perfect conductor require the tangential component

of the electric field and the normal component of the magnetic field to vanish at the

surface of the conductor. This implies,

∂Bz

∂r

∣∣∣
r=a

= 0 (TE) and Ez

∣∣∣
r=a

= 0 (TM) , (2.10)

For a cylindrical geometry, the longitudinal field has the form Bz ∝ J1(κa) e
iκz. The

TE boundary condition imposed by the waveguide of radius, a, determines the prop-

agation constant, β, for the ground state TE11 mode. The solution to the Helmholtz

equation gives

κ2 + β2 = k2 ,

where k = 2π/λ0, is the free-space wavenumber. The propagation constant for this

mode vanishes when κa = ka = 1.841, the lowest order solution to the boundary

condition dJ1(κr)/dr
∣∣
r=a

= 0. Wavelengths longer than this cutoff (and higher or-

der modes at this wavelength) are exponentially damped with z as the propagation

constant, β, becomes imaginary.

Assuming there are a large number of grooves per wavelength, the surface of the

corrugated waveguide can be described by an effective boundary condition in which

the axial components of both the E and H fields must vanish. Intuitively, this must

result due to the fact that a nonzero Hz field component within a groove would be

normal to the conductive face of the adjacent ridges. This results in a symmetric

boundary condition for the TE and TM modes. As for smooth-walled guides the TE
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Figure 2.29: The corrugation geometry of Boomerang’s 2K PSB feeds. The radiating
aperture, which couples to the telescope, is on the right hand side, dimensions are millime-
ters.

boundary condition is

∂Bz

∂r

∣∣∣∣∣
r=a

∼ Bz|r=a ≈ 0 (TE) ,

whereas the corrugated guide imposes a symmetric TM boundary condition,

∂Ez
∂r

∣∣∣∣∣
r=a

∼ Ez|r=a ≈ 0 (TM) ,

where it is worth noting that the above TM condition holds only whenHφ ≃ Ez, which

is equivalent to the “balanced hybrid condition”. The “balanced hybrid” condition

results in TE and TM modes that are characterized by the same group velocities,

which is not the case for a smooth-walled waveguide. The HE1i and EH1i families

of modes are linear combinations of the familiar TE and TM states, which exhibit a

coherent phase relationship.12

The corrugation geometry is defined by the inner and outer radii of the segments,

a and b, respectively. These dimensions determine which of the hybrid modes may

propagate in a corrugated waveguide structure. The outlined region in Figure 2.28

illustrates the region of phase space in which only the desirable HE11 mode may prop-

agate with minimal attenuation. The importance of the throat, or mode-launching,

12To be specific, the HE family of modes consist of in-phase linear combinations, while the EH
family consists of out-of-phase combinations of the general cylindrical TE and TM modes.
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Figure 2.30: The corrugation geometry of Boomerang’s 2K photometer feeds. The radi-
ating aperture, which couples to the telescope, is on the right hand side. The dimensions
are indicated in millimeters.

portion of the feed cannot be overstated; it is here that the radiating modes and the

high-pass edge are determined. The only role of the rest of the feed is to produce the

desired beam size and phase center, with minimal power conversion from the desired

mode.

The discussion in the preceding paragraph suggests a powerful approach to the

analysis of corrugated waveguide structures. For a given segment of the waveguide,

we have a complete and orthogonal set of basis functions in the standard cylindrical-

waveguide TE and TM modes. Furthermore, in the set of Equations 2.10, we have

the well-known boundary conditions for each class of solution.

Starting at the throat of the feed, we assume an initial set of complex (amplitude

and phase) mode coefficients corresponding to the field distribution at the input. The

resultant field distribution is then propagated to the next annular section. Because of

the difference in radii of the two segments, the propagation constants for each mode

differ on either side of the boundary. At the boundary between the two segments,

the field distribution is decomposed into the new set of basis functions, which are

appropriate for the geometry of the following section. The amplitudes and phases

that result are used to propagate the fields to the next boundary, and so on, until

one obtains the field distribution at the aperture of the feed. This procedure, termed

“modal matching”, provides an efficient and exact analysis of the vector electromag-

netic field at the aperture of a feed or waveguide. Once the aperture field distribution
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Figure 2.31: From the left, the radiation patterns of the 145, 245 and 345 GHz feed anten-
nas. Both the E- and H-plane patterns are plotted, in solid and dashed lines, respectively.

as been calculated, the radiated fields may be obtained via spherical wave expansion

(for the near field) or, more efficiently, via direct Fourier transform of the aperture

fields (as is appropriate for the far field).

The only free parameters in the analysis are the complex amplitudes used for the

input modes. In practice, most designs are completely insensitive to the details of the

input because the throat region is single moded; the input field distribution has no ef-

fect on the radiated beam pattern. The power that couples to the higher order modes

is simply not transmitted beyond the throat region. However, in order to accurately

model the return loss of the system, one typically inserts an adiabatic transition from

a smooth-walled waveguide supporting a pure TE11 input to the corrugation geometry

of the throat region. If the impedance-matching section is sufficiently well-designed,

this allows a complete accounting of the input power and therefore an accurate cal-

culation of the return loss of the corrugated feed. The modal-matching technique

allows for rapid and cost effective prototyping of arbitrarily complex feed geometries,

greatly easing the optimization of the feed profile and corrugation design.13

For multimoded feeds, the analysis is significantly more complicated since the

aperture field distribution is strongly coupled to the amplitudes and phases of the

input mixture of modes. Current electromagnetic modeling of these structures, for

instance that of the submillimeter channels of the Planck HFI, relies on the assump-

13The WMAP feed horns are an example of the kind of highly optimized designs that are possible
as a result of the numerical modeling techniques. The WMAP feeds were designed to place a
pattern null on the edge of the secondary mirror, reducing the diffractive straylight contribution of
the secondary by several orders of magnitude [6].
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PSB Photometer
Freq. E.T.† AΩ‡ Freq. E.T.† AΩ‡

[ GHz ] [ dB ] [ λ2 ] [ GHz ] [ dB ] [ λ2 ]
120 -6.4 0.00 200 -4.3 0.14
130 -7.8 0.82 210 -4.7 0.67
140 -9.4 0.85 220 -5.3 0.71
150 -11.1 0.83 230 -5.8 0.75
160 -12.6 0.81 240 -6.5 0.79
170 -14.0 0.81 250 -7.2 0.81

260 -8.0 0.84
270 -8.8 0.85
280 -9.5 0.87
340 -15.0 0.91

†Edge taper on the tertiary mirror.
‡Effective throughput due to spillover on the cold stop.

Table 2.8: The edge taper as a function of frequency for the PSB and photometer feeds.
The tertiary is an image of the primary, and therefore defines the edge taper on the Lyot
stop. A higher edge taper results in suppressed sidelobe levels and a marginally broader
main lobe.

tion that the input of the multimode feeds is terminated in a perfect blackbody, and

that the allowed hybrid HE and EH modes radiate incoherently. In reality, the TE

and TM modes excited in the throat of the feed interact coherently throughout the

structure, with initial amplitudes and phases dependent on the details of fields at the

input of the feed.

The Boomerang feed designs

The Boomerang feeds are optimized for large bandwidth, beam symmetry, and

maximal forward gain given a fixed aperture size. High gain feeds maximize the

throughput and edge taper on the tertiary, resulting in increased sensitivity and

lower near-sidelobe amplitudes. Although more purely Gaussian beams may be ob-

tained via a flaring of the aperture, this does not result in the maximum gain given

constraints on the aperture diameter. Furthermore, the cold Lyot stop intercepts the

generally undesirable sidelobes, preventing the spillover commonly associated with

off-axis systems of this type from reaching the sky or even warm (T > 2 K) elements
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Figure 2.32: The high-pass cut-on of the Boomerang feeds, plotted against frequency
normalized to the equivalent smooth-walled waveguide cutoff frequency, νc , as described in
Equation 2.11. Note the slight increase in response in the vicinity of νc. For the 143 GHz
band, the molecular oxygen line falls close to a normalized frequency of 1.1.

within the cryostat. The shaped profile was adopted in order to achieve focus posi-

tions compatible with mechanical constraints. Moving the phase center of the feed

nearer to the aperture flattens the phase front and minimizes the defocusing effect

over a large bandwidth.

In most applications a corrugated feed must impedance-match with a smooth-

walled waveguide, or transition to a (singly-polarized) rectangular guide. An adia-

batic transformation of the corrugation geometry is achieved by gradually narrowing

and deepening the grooves until a smooth waveguide wall results. This impedance-

matching aspect of the design is not a consideration for the back-to-back feeds of

the type developed for Boomerang. Unlike the corrugated feeds used in coherent

receivers, there is never a need to transition to smooth-walled waveguide.

The lack of such a transition changes the approach to the design of the throat
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section, both in terms of the corrugation geometry and the design of the high-pass

edge. Although the corrugation geometry of the impedance matching design is more

complicated when used in conjunction with smooth-walled waveguide, the design of

the high-pass edge is decidedly simpler. For a single-moded system the high-pass

edge is trivially determined by Equation 2.10; even an electrically short segment of

waveguide of radius a will strongly attenuate the transmission of frequencies lower

than the implied cutoff,

νc =
1.841

2π

c

a
. (2.11)

For a fully corrugated waveguide, the cutoff criterion is considerably more com-

plicated. The location and shape of the edge is not easily treated analytically due to

the subtle effects of the corrugation geometry and profile. Generally speaking, the

cutoff is neither as sharp nor as monotonic as that of a circular waveguide of equal

inner radius, a, and the effective edge occurs at a frequency well above νc.

The problem is a serious one, as one usually is trying to maximize bandwidth

while also ensuring rejection of certain atmospheric lines in the vicinity of the cutoff.

In particular, the lower edge of Boomerang’s 145 GHz channel is very close to the

119 GHz molecular oxygen line. Given these considerations, it is necessary to design

the high-pass edge of the feed to better than 1% accuracy.

Fortunately, the details of the waveguide cutoff can be tailored with high accuracy

through numerical simulation. The numerical analysis described above allows one to

treat the corrugation geometry, the electrical length of the throat, and the details of

the profiled expansion in a self-consistent fashion.

One must also consider the impact of manufacturing tolerances, which translates

into an uncertainty in the location of the high-pass edge. For a smooth-walled waveg-

uide, a radial tolerance, δa, results in a band-edge uncertainty, σν , of

σν ≈ δa
∂ν

∂a
= − δa

1.841

2π

c

a2
,
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Feed Design Parameters
Feed type rin rout A p b/a
PSB, sub-K, back . . . . . . . . 0.83 2.25 0.7 0.25 1.831
PSB, sub-K, front . . . . . . . . 0.83 4.00 0.7 0.25 1.831
PSB, 2K, back . . . . . . . . . . . 0.85 4.00 0.6 0.245 1.831
PSB, 2K, front . . . . . . . . . . . 0.85 7.00 0.7 0.245 1.831
Phot., 2K, back . . . . . . . . . . 0.55 5.50 0.7 0.128 1.818
Phot., 2K, front . . . . . . . . . . 0.55 3.50 0.7 0.128 1.818

Table 2.9: The feed design parameters, as in Equation 2.12.

therefore,
∆ν

νc
= − δa

a
.

Boomerang’s feeds were manufactured with an estimated tolerance of 10µm on the

corrugation geometry of the throat. This translates into a band-edge uncertainty of

1(2)% for the 145 (245) GHz high-pass edge. As illustrated in Figure 2.32, all of the

Boomerang feeds achieved the design high-pass edge to this accuracy.

The details of the profile affect the gain, sidelobe structure, and Gaussianity of the

main lobe. If, at any point in the feed, the flare angle becomes overly large (& 25◦),

one runs the risk of converting power from the HE11 mode to higher order EH modes.

In this regard, the design of the flare can impact beam symmetry, which is equivalent

to crosspolarization.

That said, any smoothly varying parameterization is roughly as good as an-

other, and the optimization is achieved through numerical analysis. The flare of

the Boomerang feeds is given by the functional form

r(x) = rin + (rout − rin) ·
(

(1 − A) ·
(
1 − x

L

)
+ A sin2

[π
2

(
1 − x

L

)])
(2.12)

The addition of a flare to the aperture of the feed can extend the Gaussianity of the

beam to well below −30 dB. However, due to the gain and aperture size requirements,

the Boomerang feed profiles do not incorporate this design feature. A convenient

flare that has been successfully implemented by the WMAP team, and others, is
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parameterized by the form [6]

r(x) = rout ·

√

1 +

(
xλ

πηr2
out

)2

. (2.13)

While the flare results in very low sidelobe levels, it does not provide the largest

gain for a given aperture size. In the Boomerang optical system, a 2K Lyot stop

intercepts these sidelobes, making the gain requirement relatively more important

than control over the throughput represented by the integrated power of the sidelobe

structure.
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Chapter 3

Instrument Performance

“There are some observations which are not worth a damn, and others

which are not worth a damn, and in my opinion the two damns are not

better than one damn.”

–Heber Curtis, to the National Academy of Science, 1920

3.1 Preflight characterization

The preflight characterization of the focal plane instrument may be divided into two

broad categories: those measurements required to confirm the operational status of

the system, and those required to determine the parameters necessary to execute the

science analysis of the data. We discuss each in turn, with an emphasis on the latter.

3.1.1 System checks

The realities of Antarctic logistics are such that, rather than meeting your assembled

instrument on the launch pad, you arrive in McMurdo only to find a number of

poorly labeled crates filled to the brim with parts, spares, tools and frozen PB&J

sandwiches. With the exception of very few components, the entire instrument must

be disassembled and rebuilt between the last run in the laboratory and the launch at

Willy Field. This greatly complicates the execution of an Antarctic LDB flight, and

makes it absolutely critical that thorough preflight systems checks are performed.
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The situation is compounded by the fact that in order to verify the successful

integration of the Boomerang receiver, you must cool it to 300 mK, a process which

can take a week. Once the receiver is operating at 300 mK, you must systematically

check that nothing is wrong with the optical efficiency, the background loading, the

noise properties, the transmission spectra (including checking for out-of-band leaks,

using thick grill filters [160]) and the beams before concluding that you do not need

to take the entire thing apart to fix the receiver. In addition, the base temperature,

cryogen consumption, and the LN2/LHe hold times must be measured to ensure that

the cryogenic system is functioning normally. These are the diagnostic tests that

must be run to determine the functional health of the instrument.

For the 2002 campaign, we were fortunate that almost everything cold checked out

on the first cooldown. All channels were operational, and the receiver parameters were

within the expected range, with the exception of the Z PSBs, whose optical efficiency

was abnormally low, and the B345Z channel, which exhibited popcorn noise typical

of poorly made cold solder joints. The decision was made to accept the low efficiency

of the Z PSB rather than risk warming and opening the cryostat. The origin of the

low efficiency is thought to be due to contamination of the 2K feed.

Unfortunately, the successful cooldown used up every last drop of the team’s good

Karma; we subsequently had to rebuild the warm electronics. This operation included

(but was not limited to) changing the bolometer bias frequency from ∼ 400 Hz to 143

Hz, due to the presence of microphonic lines and large parasitic capacitance, and fixing

the ailing analog-to-digital converter. The parasitic capacitance resulted in a channel

dependent phase shift between the signal and reference. While the problem was both

severe and interesting, it is also unique to instruments using NTDGe bolometers

coupled to an analog demodulation circuit, and is therefore neither of general interest

nor likely to arise in any modern bolometric system. A discussion of the topic is

therefore relegated to Appendix D.
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3.1.2 System characterization

A thorough preflight characterization is required due to the lack of any polarized as-

trophysical sources that are both well-characterized at millimeter wavelengths on 10′

scales and are within our range of observation. It is of vital importance that accurate

measurements of the polarization efficiencies, absolute channel orientations, transmis-

sion spectra, and physical beam patterns be obtained prior to launch. 1 Furthermore,

the instrument lacks a calibration source capable of accurately measuring the in-flight

transfer functions. The strong dependence of the bolometer time constant on the op-

tical background requires that the system transfer function be carefully measured

under background conditions that are similar to those encountered in-flight.

It is instructive to consider an ideal (uncorrelated) sample from the time ordered

data (TOD) of a given detector in a PSB pair. As is shown in detail in Section 5.1.3,

each channel is sensitive to a linear combination of the Stokes I, Q, and U parameters

on the sky, integrated over the frequency response, Fν and the (two-dimensional)

copolar and crosspolar beam patterns, P‖ and P⊥, respectively.

di =
s

2

∫
dν
λ2

Ωb
Fν

∫
dΩ
[

I + γ P ( Q cos 2ψi + U sin 2ψi)
]
, (3.1)

where we have defined the beam and polarization efficiencies,

P(n̂) ≡ P‖−P⊥

P‖+P⊥
γ ≡ 1−ǫ

1+ǫ
. (3.2)

The polarization leakage parameter, ǫ, is simply defined as the ratio of the square of

the diagonal elements of the Jones matrix describing an imperfect polarizer.

J =


 η 0

0 δ




with ǫ ≡ δ2/η2.

1By absolute we mean referenced to the gondola, whose attitude must be determined in flight to
derive the projection of each channel on the sky.
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Figure 3.1: The calibration data for the polarization angles and efficiencies of all sixteen
channels. These measurements were made at the prime focus, and are consistent with those
obtained in the far-field of the feed horns.

We measure the polarization angles, ψi, and efficiencies, ǫi, of each channel using

a modulated 100% polarized thermal source. The orientation of the source polar-

ization is rotated at a rate much slower than the source modulation. The signal is

synchronously detected, allowing a high signal-to-noise measurement of the response

as a function of source orientation. An example of these calibration data are shown in

Figure 3.1. The parameters derived from these measurements are presented in Table

3.1.

The distinction between the polarization efficiency and the crosspolar beam is a

critical one; one must be certain that the testing be designed to measure each effect

independently. For most any optical system the crosspolar response, P⊥(n̂), is null

on-axis. Therefore, a point-like source may be placed in the far-field of the optic to

measure the leakage parameter ǫ.

Performing these measurements with a beam-filling source, a source placed away

from the beam center, or one that itself exhibits instrumental polarization will nec-
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Optical Characterization
channel 1 − ǫ σǫ ψ σψ channel 1 − ǫ σǫ ψ σψ
b145w1 0.920 0.006 134.9 0.1 b245w 0.993 0.005 139.3 0.4
b145w2 0.938 0.005 44.8 0.1 b245x 0.993 0.001 42.9 0.2
b145x1 0.945 0.013 178.4 0.1 b245y 1.000 0.015 179.5 0.1
b145x2 0.930 0.008 89.0 0.1 b245z 0.986 0.013 86.9 0.1
b145y1 0.949 0.012 157.9 0.4 b345w 0.992 0.005 139.8 0.3
b145y2 0.940 0.006 67.0 0.2 b345x 0.992 0.001 42.8 0.1
b145z1 0.818 0.004 109.5 0.4 b345y 0.996 0.014 179.7 0.1
b145z2 0.912 0.008 23.2 0.4 b345z 0.981 0.013 86.5 0.1

Table 3.1: The measured polarization efficiencies and angles, with the associated uncer-
tainties. The relatively poor performance of the Z-channels is not fully understood, but is
thought to derive from the 2K feeds.

essarily contaminate the measurement of the polarization leakage. The measurement

must be carefully controlled to prevent overestimating the leakage parameter, ǫ.

Measurements were performed both in the far-field of the feed, as well as through

the cold optics at the prime focus of the telescope. The two measurements were

in complete agreement. The relative polarization angles resulting from the optical

measurement were referenced mechanically to the cryostat, and from the cryostat to

the gondola.

Characterization of the beam was performed in the field using an ambient temper-

ature thermal source suspended from a tethered dirigible. The dirigible was launched

one kilometer from the telescope, and maintained at an altitude of one kilometer. The

telescope was then raster scanned over the source to obtain a two-dimensional mea-

surement of the (unpolarized) beam. These data were used to verify the predictions

of the physical optics code, as reported in Figure 2.25 and Table 2.7.

We rely on the physical optics calculation for the estimate of the crosspolar beam.

It is impossible to make a clean measurement of P⊥ with an operational PSB due to

the typical level (∼ 5%) of the polarization leakage intrinsic to the device; the detected

signal is completely dominated by the copolar beam response. One could measure

the crosspolar beam of the system by inserting a section of rectangular waveguide

into the throat of the 2K back-to-back feed.
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Figure 3.2: The measured transmission spectrum of each channel is shown along with the
spectrum of the cmb anisotropies. These spectra are used to calculate the conversion factor
between thermodynamic temperature and surface brightness units.

Given an accurate estimate of the in-flight loading conditions, it remains difficult

to numerically determine the optimal applied in-flight bias because of parasitic capac-

itance in the wiring and JFETs. Coupled with the high bolometer impedance, some

fraction of the applied AC bias current is shunted around the bolometer, making the

relationship between the applied bias and the bias current through the bolometer

very complicated. Therefore, the dependence of the signal-to-noise on the bias was

determined empirically from the ratio of the amplitude of the calibration lamp pulse

to the white noise level.

In order to accurately measure the detector time constants, measurements must

be obtained over an ∼ 100 Hz bandwidth, which exceeds the bandwidth of the AC

biased readout. Therefore, the detector and AC biased readout transfer functions

were characterized independently. The bolometer transfer functions were measured

optically, over a range of flightlike DC biases, while viewing a beam filling LN2 load
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through the 2K NDF. The transfer functions of the AC readout circuits were measured

on the bench-top, using a custom built mixer.

The transmission spectra were measured extensively prior to deployment, and

were checked again after integration in the field using a polarized Fourier transform

spectrometer (FTS). The FTS is a Michelson interferometer using a thermal (77 K)

load as a source. Using a traveling mirror to modulate the phase of one arm, one

directly measures the Fourier transform of the spectral bandpass. The spectra as

measured prior to launch are shown in Figure 3.2. As described below, Boomerang

is calibrated directly on the cmb temperature anisotropy. This measurement provides

the conversion from DAS voltages to an equivalent cmb temperature fluctuation. In

order to convert from these thermodynamic temperature units, [Kcmb], to standard

surface brightness units, [W/m2 Hz sr], one must calculate the conversion factor from

the band integrals over the (known) spectrum of the cmb anisotropies,

∫
dνFν ∂Bν(Tcmb)/∂T∫

dνFν
.

The conversion factors to surface brightness units for each Boomerang channel are

given in Table 3.3.

3.2 In-flight performance

After a series of weather-related delays, Boomerang was launched on January 6,

2003 from the seasonal NSBF facility at Williams Field, Antarctica (77◦51.63′ S.

Latitude, 167◦04.27′ E. Longitude). The launch site is situated on the Ross Ice

Shelf, approximately ten kilometers from McMurdo Station, Antarctica. The launch

was somewhat compromised due to unstable wind conditions, resulting in a rather

violent release of the payload. Nevertheless, the release was successful. After a 3.5-

hour ascent, the payload achieved a maximum altitude of 38.25 km. The flight was

characterized by a steady drop in altitude and erratic high-altitude winds.
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Figure 3.3: The flight trajectories of the Boomerang98 (blue) and B2K (black/red) pay-
loads. The 2002 flight was suboptimal, stranding the payload on the Antarctic Plateau until
recovery was possible the following Austral summer. However, NSF personnel recovered the
data and flight computers immediately after termination.

Boomerang was launched with 171 kg of sand as ballast that was released in

two controlled drops. In the first drop, which began on January 9, 22:30 UTC, 31.75

kg of ballast was released. The remaining 139.25 kg of ballast were released beginning

at 00:00 UTC on January 11. The payload remained airborne for fifteen days before

the flight was terminated on January 21.

During this time approximately 11.5 days of science data were obtained. At the

end of day 13 the balloon altitude had dropped below 22 km, and the wind shear

had increased to the point that we lost the ability to effectively control the gondola

attitude. Although the instrument was shut down, the payload was not released until

January 21 in order to facilitate recovery. A total of 257 hours of observations were

obtained during the flight, including 75 hours spent observing the shallow cmb region,

and 120 hours dedicated to the deep region (see Figure 2.6). While the pressure vessel

containing the tape drives and hard disks was recovered from the payload on January

27, the rest of the gondola remained on the Plateau until the Austral summer of

2003–2004.
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Figure 3.4: The drifts in calibration (top panel) and altitude (bottom panel) over the course
of the flight. The decrease in responsivity of the PSBs was due primarily to an increase
in the background. The backgrounds increased both from atmospheric emission and from
emission within the cryostat as the system temperatures increased.

The flight profile was considerably worse than Boomerang’s 1998 flight, both in

terms of the altitude stability and the flight track. The diurnal variations and steady

descent in altitude are illustrated in Figure 3.4. Figure 3.3 shows the flight track for

each of the two flights, as well as the location of termination on January 21, 2003.

3.2.1 Calibration

Upon reaching float altitude, the signal-to-noise ratio was measured by stepping

through the preset bias levels. The optimal (minimum NEP) bias is sensitive to

the background loading at altitude (35 km), which we found to be equivalent to a

. 4.3-K Rayleigh-Jeans source at 150 GHz. In terms of total power, the receiver per-

formance was consistent with a total optical background of 0.5 pW in our 143 GHz

band. The loading estimates for the 245 and 345 GHz bands are more uncertain;

however, their performance was consistent with backgrounds at float of 4 K (0.9 pW)
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Cryostat Temperature Ranges
Location Low High
Focal plane . . . . . . . . 0.292 0.298
4He cryopump . . . . . 2.9 3.2
4He cold plate . . . . . . 1.6 1.9
4He radiation shield 22 26
LN2 radiation shield 60 62

Table 3.2: The extreme range of temperatures experienced over the duration of the B2K
flight. All stages experienced temperature fluctuations that are well-correlated with the
altitude.

and 16 K (6.2 pW), respectively.2 More details regarding the in-flight performance

of the receiver can be found in Table 3.4.

The large altitude fluctuations experienced throughout the flight resulted in vari-

ations in the optical background. While the base temperature of the bolometers

remained stable, the optical background of the detectors fluctuated as a result of

altitude dependent atmospheric emission as well as from thermal emission from the

internal components of the cryostat, whose temperatures varied with altitude.

In the Boomerang cryostat, the vapor pressure above the cryogens is determined

by the ambient pressure. Therefore, variations in altitude translate directly into vari-

ations of the system temperatures, albeit with very complicated phase relationships.

The range of the temperature variations of the various cryogenic stages are given in

Table 3.2.

The time variable backgrounds resulted in drifts of the bolometer responsivities,

which were tracked throughout the flight using the calibration lamp. The calibration

lamp pulsed every ∼ 15 minutes, allowing a precise measurement of the change in

calibration on timescales longer than half an hour. The measured calibration drift

over the course of the flight is shown for each band in Figure 3.5.

In order to verify that the calibration lamp provided an accurate measurement of

the drift instead, say, of the drift in the calibration lamp brightness, the calibration

2Assuming a Rayleigh-Jeans source and single moded throughput, the Boomerang bands pro-
vide 0.5, 1.0, and 1.3 pW/K at 145, 245, and 345 GHz, respectively. The 345 GHz band is slightly
overmoded.
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Figure 3.5: The top panel shows the calibration drift over the duration of the flight,
averaged over each band. The high frequency channels are affected the most, indicating
that much of the effect may be due to atmospheric loading. The lower panel shows the
correlation between the calibration lamp pulse amplitude and the DC bolometer voltage (the
DC voltage is proportional to bolometer resistance). The strong correlation is indicative
that the drift in calibration lamp response is due to a change in bolometer responsivity
rather than a drift in the calibration lamp current.
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Figure 3.6: The cmb dipole as it appears in the time stream. The data and dipole signals
are low-pass filtered and resampled at 1 Hz, for clarity. Much of the remaining “noise”
originates from degree-angular scale fluctuations in the cmb.

drift was correlated with the DC coupled signal levels of the bolometers. The DC

levels are proportional to the bolometer impedance, which itself is proportional to

the voltage responsivity. A variation in the DC level necessarily leads to a variation

in the voltage responsivity, as discussed in Appendix B. The DC levels were found

not only to be well-correlated with the calibration drifts, but also were found to be

perfectly in phase, consistent with a responsivity change due to a variation in the

optical background. The correlation for each channel is shown in Figure 3.5.

The cmb represents an ideal calibration source for Boomerang since the spec-

trum of the calibration source is identical to that of the signal. In-flight absolute

calibrations are obtained in two ways, both of which rely on the known properties

of the cmb. The initial calibration was based on the cmb dipole, measured both in

the time domain and by comparison with pixellized maps. The dipole is a prominent

feature in the B2K time ordered data, as shown in Figure 3.6.

Due to the alignment of the cmb dipole with respect to the ecliptic plane and

Boomerang’s azimuthal scan strategy, the dipole appears in the time streams as
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Figure 3.7: A histogram of the approximate noise per pixel,
√

diag(CN ), for a 7′ pixeliza-
tion. The corresponding sky coverage is shown in Figure 2.6. In the deep region, B2K
achieves approximately the same noise per pixel as that expected from Planck, while the
shallow field enjoys a sensitivity roughly four times that of the first year WMAP data.

a triangle wave characterized by a fundamental frequency equal to that of the scan.

This is problematic from the point of view of measuring the dipole due to the fact

that there are many sources of noise at the scan frequency. The degeneracy of the

dipole with the scan represents a fundamental limitation to the accuracy of the dipole

calibration. The degeneracy is partially lifted by performing the calibration in the

map domain, where the dipole is constant but the scan synchronous noise varies to

some degree. The dipole provided the initial in-flight calibrations, but achieved an

accuracy of ∼ 15%, which is far greater than the . 5% requirement.

We obtain our final calibrations from the amplitude of the degree-angular scale

fluctuations in the cmb. These calibrations are obtained by cross-correlating the

Boomerang maps from each channel with the published WMAP maps [12]. The

accuracy of the calibrations obtained in this way are limited by the relatively low

signal-to-noise of the WMAP data. The correlation is done in the Fourier domain

rather than the pixel domain since systematic effects relating to the difference in the
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scan strategy and beam size of the experiments are more easily handled in the Fourier

domain. In order to eliminate any noise bias, absolute calibrations are obtained by

observing the WMAP data with the boomerang scan strategy, filtering and coadding

the resultant WMAP and B2K time ordered data identically, and finally calculating

the cross-power spectra of the maps,

sB2K

ℓ =
〈aWMAP W
ℓm a∗ WMAP V

ℓm 〉
〈aWMAP W
ℓm a∗ B2K

ℓm 〉 , (3.3)

where W and V indicate different WMAP channels whose noise properties are pre-

sumably uncorrelated. This calculation provides an unbiased calibration as a function

of ℓ. The window functions of each experiment are used to correct for the effect of

the beams on the cross spectra. The error on the measurement is determined by the

scatter in the binned and decorrelated spectra.

As a cross-check, a similar calculation is made using the Boomerang98 map as

a transfer calibrator,

sB2K

ℓ =
〈aB98
ℓm a∗ WMAP W

ℓm 〉
〈aB98
ℓm a∗ B2K

ℓm 〉 . (3.4)

Discrepancies between the two methods would indicate problems arising from the mis-

matched beam sizes of the WMAP and B2K instruments. No significant discrepancies

are found.

The WMAP data are themselves calibrated with the cmb dipole with higher

precision than the uncertainty in our estimate of the B2K/WMAP calibration [64].

The WMAP calibration error is nevertheless included in the estimate of the B2K

calibration uncertainty. This procedure provides an absolute calibration [µK/Volt]

for each Boomerang channel with an accuracy of 2%, as reported in Table 3.3.

3.2.2 Beams

In order to obtain unbiased estimates of the power spectrum, a correction must be

applied to account for the window function of the experiment. Although the physical

beam sizes were characterized prior to launch, the effective beam size on the sky must
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Calibration Summary
Channel 〈f〉 σ∗

f Calib,† P.E.‡ NET⋆ S.I.≀

B145W1 147.3 13.5 160200 0.920 140 388
B145W2 146.7 12.4 170200 0.938 137 387
B145X1 146.2 12.6 166900 0.945 156 386
B145X2 146.6 12.4 218500 0.930 150 387
B145Y1 147.0 12.8 172500 0.949 151 388
B145Y2 146.8 12.7 179800 0.940 159 387
B145Z1 147.0 12.6 238900 0.818 182 388
B145Z2 147.1 13.1 384500 0.912 281 388
B245W 248.0 26.0 397900 0.993 281 461
B245X 250.7 24.7 505900 0.993 358 460
B245Y 244.0 24.6 446800 1.000 316 465
B245Z 247.6 26.5 468600 0.986 331 461
B345W 340.3 38.6 648800 0.992 459 321
B345X 338.9 38.9 599500 0.992 424 323
B345Y 344.1 37.6 876300 0.996 620 314
B345Z 337.8 38.7 436900 0.982 309 326
∗The second moment of the transmission spectrum,

σf ≡
√
〈f 2〉 − 〈f〉2.

† Calibration in units of [µK/VDAS]
‡ P.E. is defined as (1 − ǫ) where, ǫ = δ2/η2 and
η, δ are the parameters of the PSB’s Jones matrix.

⋆ NET in units of [ µKcmb

√
s ]

≀ Thermodynamic conversion factor for specific
intensity, with units [MJy/sr per KCMB].

Table 3.3: The B2K calibration summary. The center frequency, bandwidth, absolute
calibration, polarization efficiency, NET, and surface brightness conversion factor are given
for each channel. Note that the bandwidth is expressed in terms of the second moment of
the transmission spectrum, but that the spectrum is not a Gaussian in frequency.

be used to calculate the experimental window function. The effective beam differs

from the physical beam due to errors in the pointing reconstruction, and therefore

must be derived from in-flight observations of point sources.

Because of the limited signal-to-noise on these sources, we are able only to obtain

a measurement of the fwhm of the effective beam. The pointing errors are assumed

to be Gaussian, allowing an estimate of the rms pointing jitter by subtracting (in

quadrature) the physical optics beamwidth from the measured effective beamwidth.

The calculated physical optics beam, convolved with the Gaussian pointing jitter, is
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Typical In-flight Receiver Performance
units B145 B245 B345

Center freq. . . . . . . . . . . . GHz 146.1 248.0 340.0
Bandwidth . . . . . . . . . . . . . GHz 41.0 72.0 120.0
Optical power . . . . . . . . . . pW 0.496 0.846 6.158

CMB/total . . . . . . . . . . % 23.0 6.2 0.9
Atmos./total . . . . . . . . % 4.1 32.6 64.7
Refl./total . . . . . . . . . . . % 21.4 17.2 10.0
Internal/total . . . . . . . . % 51.5 44.0 24.4

Elec. power . . . . . . . . . . . . pW 0.62 1.99 5.65
Bias current . . . . . . . . . . . . nA 0.27 0.46 0.96
Physical G . . . . . . . . . . . . . pW/K 22.9 59.5 173.3
Effective G . . . . . . . . . . . . . pW/K 31.0 72.4 220.6

Ratio . . . . . . . . . . . . . . . . 1.35 1.22 1.27
Bolometer temp. . . . . . . K 0.326 0.322 0.347
Bolo. impedance . . . . . . . MΩ 8.63 9.28 6.17
Responsivity . . . . . . . . . . . 108 V/W 7.23 4.56 2.07
Opt. time constant . . . . . ms 80.5 33.8 12.4

NEPtotal . . . . . . . . . . . . . . . . 10−17 W/
√

Hz 2.49 3.89 8.95

NEPphoton . . . . . . . . . . . 10−17 W/
√

Hz 0.99 1.64 5.31
Bose term . . . . . . . . % 14.8 7.2 16.4

NEPphonon . . . . . . . . . . . 10−17 W/
√

Hz 1.003 1.636 2.891

NEPjohnson . . . . . . . . . . . 10−17 W/
√

Hz 1.307 1.839 3.669

NEPamplifier . . . . . . . . . . 10−17 W/
√

Hz 1.578 2.518 5.494
NEPbolo / NEPbackground 1.67 1.50 0.88

NEFD. . . . . . . . . . . . . . . . . . mJy/
√

Hz 37 43 177
NETcmb . . . . . . . . . . . . . . . . µKcmb

√
s 151 341 551

NETRJ . . . . . . . . . . . . . . . . . µKrj

√
s 89 92 51

NETinst
cmb . . . . . . . . . . . . . . . . µKcmb

√
s 53 171 275

Voltage noise . . . . . . . . . . . nV/
√

Hz 18.0 17.7 18.5

Table 3.4: The receiver performance for a typical channel from each of the B2K bands,
derived from the receiver model described in Appendix B and Figure B.7, using the observed
in-flight loading conditions.



103

then used to generate the window functions for each channel.

There are five extragalactic point sources in our cmb field that are sufficiently

bright to use for this purpose, all of which are radio-identified QSOs (see Table 3.5).

We fit for the centroid and width of each source, and find the noise weighted average

as well as the error on this estimate. In the deep region, the observations are confusion

limited by 12′ scale cmb fluctuations.

In order to minimize the confusion due to the background fluctuations, the source

maps are filtered with a spatial bandpass filter (often referred to as a Mexican hat

kernel) that is matched to the beamsize. The kernel width is chosen iteratively until

the beamsize converges. It is at the same time remarkable and sad that B2K’s pointing

is determined by sources at a redshift of ∼ 1.5, with the error on the pointing estimate

limited primarily by confusion with cmb anisotropies at the level of a few µK.

The window functions generated using this procedure are shown in Figure 3.15.

The deviation from a Gaussian, although most pronounced at higher multipoles, is

also significant at scales corresponding to degree-angular scales. The difference is due

primarily to the extended “wings” in the physical beam, evident in Figure 2.26.
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Figure 3.8: The B2K cmb field, filtered to highlight the extragalactic sources. The five
brightest sources are used to estimate the effective beam size. Assuming that the pointing
jitter is Gaussian, we derive the amplitude of the jitter from the (quadrature) difference
between the best-fit effective beam fwhm and the physical optics beam fwhm. The window
function is calculated from the physical optics beam pattern, convolved with the measured
pointing jitter.

Extragalactic Source Observations
Source RA Dec z Flux‡ RA Dec Radial Error
Name J2000 J2000 [Jy] fwhm fwhm fwhm

(PKS)0537-441 84.68 -44.11 0.89 2.9 (580) 10.8 10.1 11.4 ±0.5
(PKS)0537-441† . . . . . . 0.89 . . . 12.1 11.0 12.8 ±0.5
(PKS)0518-45 79.98 -45.82 0.04 1.4 (293) 11.9 11.0 11.6 ±0.3
(PKS)0454-46 73.98 -46.32 0.86 1.9 (376) 11.1 8.8 10.9 ±1.1
(PKS)0402-362 60.86 -36.15 1.42 3.6 (729) 9.2 10.5 10.3 ±2.7
(PKS)0521-36 80.73 -36.52 0.06 2.0 (400) 9.9 10.5 11.6 ±1.3
Effective Beam — — — — 11.51 10.65 11.49 ±0.23

Table 3.5: Fit values. †These are the values obtained without subtracting the CMB
from the background. ‡The total source flux [Jy], with the apparent temperature
[µKcmb] in parenthesis. The observed fluxes vary slightly from those observed in
1998 [28].
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Figure 3.9: (PKS)0537-441, no background subtraction

Figure 3.10: (PKS)0537-441, using background subtraction

Figure 3.11: (PKS)0518-45

Figure 3.12: (PKS)0454-46
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Figure 3.13: (PKS)0402-362

Figure 3.14: (PKS)0521-36

Figure 3.15: The actual B2K window function, compared with a Gaussian of equal
width. The window function is the spherical harmonic transform of the (asymmetric) two-
dimensional beam pattern.
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Chapter 4

Low Level Analysis

“Few tasks are more like the torture of Sisyphus than housework, with

its endless repetition: the clean becomes soiled, the soiled is made clean,

over and over, day after day”

–Simone de Beauvoir

Few tasks and few tortures, save the curse of data. Experimental data show little

resemblance to the idealistic musings of theorists that clog the literature. Data are

a hard and cruel thing, not unlike a lover; an object of desire, an object one can no

more resist than bear. This chapter describes the treatment of the raw data stream,

the spinning of gold from straw.

Cosmology lives and dies by tedium; the lowest level processing of the time ordered

data has, by far, more impact on the science return of a given experiment than

does any of the subsequent analysis. The relative import of “optimal” methods, the

generation of Weiner-filtered and foreground-marginalized maximum-likelihood maps,

or any of the other myriad variations on the most naive analysis that one finds in

the voluminous literature born of the analysis-mongers will pale in comparison to the

lowly work of the experimentalist.

There will be no conferences in Aspen or Geneva dedicated to the development of

algorithms to identify glitches in encoder data, nor to divine from an incomplete set

of data the attitude of your gondola; the subdued classism of the scientific community

would never permit (perhaps rightfully) the glorification of such priceless trivialities.
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Without good data, careful low level analysis and heroic patience, one will never have

a good science result no matter how sophisticated the top level analysis. This work

is acknowledged as rarely as it is appreciated; the experimentalist’s reward is having

done a thing well.

4.1 Pointing reconstruction

Before anything interesting comes of the science data, you have to determine where

the instrument happened to be pointed at any given time. This may seem like it

shouldn’t be that difficult, and in truth it need not be. For Boomerang, however,

it is very difficult indeed.

The process begins with the deglitching of the time ordered data coming from

the attitude control system (ACS). The operational status of the sensors must be

determined, often based on circumstantial evidence alone, and appropriately flagged.

Without knowing what you are looking for, there is little one can do other than dig

through the raw TOD, frame by frame, to familiarize yourself with the failure modes.

Once you know your enemy, you may automate his destruction. For Boomerang,

the process of identifying all of the subtle, but important, nonidealities in the data

take much longer any of the subsequent analysis.

Once the ACS data are deglitched and cleaned, the (three-dimensional) gondola

attitude is determined, providing the nominal pointing of the telescope boresight.

Focal plane offsets are determined from observations of galactic and extragalactic

sources. This procedure gives the Alt-Az coordinates for each pixel, at each time

sample. Combining this with the measured latitude, longitude, and UT allow one to

calculate the RA/Dec and ψ timestreams.

The basic approach is to determine the gondola attitude by measuring the vector to

a guide star, and eliminating the remaining rotational degree of freedom by measuring

the azimuth of the Sun. Quite often, simultaneous measurements were not available

due to intermittent sensor failures or gaps in the calibrations. For much (∼ 30%)

of the flight we are left with no choice but to proceed in the face of absolute sensor
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failure by dead-reckoning alone.

4.1.1 Sensors

The ACS data consist of the (two-axis) star position, the azimuth relative to the

Sun (as measured by the fine sun-sensor [FSS]), the azimuth, pitch, and roll rate

gyroscopes, the inner-frame elevation encoder, and the differential GPS data. The

elevation encoder is the only sensor mounted directly to the inner-frame, which holds

the telescope and cryostat.1

The DGPS provides measurements of the three-dimensional position, velocity,

and attitude of the gondola, along with highly accurate timing information at a rate

of approximately 1 Hz. The DGPS attitude determination is fairly coarse but, if

averaged over a sufficiently long period, it enables the relative calibration of the other

sensors to the required ∼ arcminute accuracy. While not sufficient in itself for the

pointing reconstruction, it was a fairly robust absolute sensor, which proved to be a

rare commodity in flight.2

When functional, the star camera returns a highly accurate two-axis measurement

of the position of the guide star. However, the orientation of the star camera mount

relative to the gondola frame was not known a priori with the required subarcminute

accuracy. These Euler angles were obtained by comparison with the DGPS data over

the course of the entire flight.

On the fifth day of the flight, the star camera (quite literally) froze, remaining out

of service for about twenty hours. During this period, we were forced to rely on the

derivative of the DGPS velocity measurements to determine the pendulations of the

gondola. We had no option but to assume that the DC attitude of the gondola (the

balance) remained fixed over this period of time.

In fact, it did not. The sharp decline in altitude required that in a ballast drop

about 110 hours into the flight, which, as luck would have it, was just after the star

1In addition to the sensors listed above, there was also a pointed sun-sensor. However, it never
really worked (or at least was not sufficiently well-calibrated), and was only active for a few days of
the flight due to a data handling error. We didn’t end up using it for anything in the end.

2By absolute we mean both DC coupled and accurately calibrated.
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camera froze up. Since there were no operational sensors remaining with sufficient

sensitivity to detect the ∼ 6′ shift in the gondola balance, maps of the extragalactic

sources generated from the data before and after the drop were used to characterize

the shift that resulted from the ballast drop. The ∼ three hour period during the

ballast release, during which the gondola balance was shifting, is flagged and is not

included in the subsequent analysis.

The FSS returns a signal indicative of (but not proportional to) the azimuth of the

Sun relative to the back side of the gondola. Although the FSS proved very reliable,3

the calibration of this sensor depends in a complicated way on the Sun elevation. In

practice, the FSS relies on the generation of a series of look-up tables that relate the

signal to the Sun azimuth as a function of sun elevation. The origin of the problem

is related to the uncertain radiative environment at float, and therefore is difficult

to replicate on the ground. Therefore, the FSS relies on an in-flight calibration with

the DGPS data. Unfortunately, however, the flight profile did not provide sufficient

coverage of the Sun elevation-azimuth parameter space to fully calibrate the FSS to

the required accuracy outside the cmb region. The failure of the FSS to meet the

pointing requirement greatly complicates the analysis of the data covering the galactic

plane.

The integrated signals from the rate gyroscopes provide reliable and accurate

(∼ 6′′) azimuth, pitch, and roll information at frequencies from ∼ 50 mHz to 5 Hz.

However, these three sensors were neither perfectly calibrated on launch, nor com-

pletely orthogonal. During the course of the flight, the pitch and roll oscillations were

both smaller in amplitude and at higher frequencies than the DGPS could measure.

In one of the most stunning feats of this analysis, the calibration and decorrelation

of the rate gyroscopes, in addition to the Euler angles that relate the DGPS frame to

the frame of the gondola, were derived from the large amplitude pendulations that

resulted from our exceedingly violent and nearly catastrophic launch.4

3What could possibly go wrong?
4This act of genius was by no means conceived or executed by this author, but rather by Carrie

MacTavish and Brendan Crill.
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4.1.2 Attitude reconstruction

Using the data from the absolute pointing sensors (the star camera, FSS, DGPS atti-

tude, and DGPS velocities) we construct estimates of the gondola-guide star vector,

v̂′⋆, and the gondola-Sun vector, v̂′⊙, in the frame of reference of the gondola. The

errors on each component are derived from the estimated sensor accuracy. For ex-

ample the Sun elevation, which is not measured by any sensor, would be strongly

down-weighted relative to the Sun azimuth, which is measured by the FSS. The

Euler matrix, M , which transforms both v̂′⋆, v̂
′
⊙ into the standard horizon (Alt-Az)

coordinate system is found by minimizing the residual,

χ2 =
(
σ̂⋆ (v̂⋆ −Mv̂′⋆) σ̂

†
⋆ + σ̂⊙ (v̂⊙ −Mv̂′⊙) σ̂†

⊙

)
.

A brute-force adaptive grid search algorithm is used to find the least squares

solution, taking the trial solution from the result at the previous time domain sample.

In this way we obtain an independent determination of the three-dimensional gondola

attitude, parameterized by the three Euler angles entering M , for each sample of

the ACS data. These azimuth, pitch, and roll time streams incorporate the noise

properties of the absolute sensors; they are therefore very noisy at frequencies above

∼ 30 mHz, and are riddled with gaps and spikes.

The next stage of the pointing pipeline incorporates the gyroscope data with

the absolute sensor timestreams. The noise properties of the absolute sensors and

gyroscopes are complementary in the frequency domain, which lends itself to analysis

in the Fourier space. Before this can be done, the absolute time-streams must be

despiked and made continuous. Short timescale (< 40 s) gaps and glitches in the

absolute fields are identified, flagged, and interpolated over. Long timescale gaps (>

40 s) are flagged and filled with a noise weighted spline. The distinction between short

and long is determined by the low frequency noise in the gyroscopes. At frequencies

less than ∼ 25 mHz the noise of the gyroscopes is comparable to that of the absolute

sensors. The result is a well-behaved and continuous timestream which is amenable
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to Fourier operations.5

The cleaned absolute timestreams and the gyroscope data are filtered with a

complementary kernel, which, while preserving power at all frequencies, smoothly

down-weights the absolute data at frequencies above flow and the gyroscope data

at frequencies below fhigh. The two timestreams are then added,6 providing a well-

behaved attitude determination at all frequencies. The values (flow, fhigh) used in the

analysis were (0.06,0.08),(0.06,0.08), and (0.05,0.06), for the azimuth, pitch, and roll,

respectively.

The initial focal plane offsets were determined from observations of compact galac-

tic sources (RCW38, and IRAS08576). However, the problems with the FSS calibra-

tion introduced an inconsistency between the offsets determined in the Galaxy and

the centroids of the extragalactic sources in the cmb field. The final beam offsets

were determined from (PKS)0537-441, a bright QSO at redshift z = 0.9.

The ACS data (with the exception of the GPS) are sampled at 10 Hz, and therefore

must be interpolated to the 60 Hz bolometer sample rate. There is also an ∼ 300

ms phase shift between the ACS data and the bolometer data, which is determined

with high precision via the comparison of left- and right-going galactic point-source

crossings. The interpolation and phase shifting of the data is implemented in the

calculation of the RA/Dec and ψ timestreams. At the end of the process, we recover

pointing information accurate to better than a few arcminutes for about 87% of the

flight.

A complete library of astronomical pointing tools was written to allow fast calcula-

tion of RA/Dec and ψ (the angle between the projection of the gondola ẑ-axis on the

sky, and the local meridian in RA), from the gondola attitude, pointing offsets, and

the GPS coordinates of the payload with subarcsecond accuracy. Extant codes either

lack the required accuracy (the Boomerang98 code) or are prohibitively slow. The

RA/Dec/ψ calculation is fairly computationally intensive, taking about ten minutes

per channel to process the whole flight (about as long as it takes to generate maps

5Now we’re cooking with gas!
6Prior to being combined, the timestreams must be corrected for a pernicious relative phase

which exists between the gyroscope data and the absolute pointing data
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from the TOD). Although in principle it need only be calculated once, in practice the

entire pipeline is run many times while iterating on a solution. Therefore, during the

de-bugging process (which can last for years) fast turnaround is a necessity.

4.2 Signal processing

Relative to the the pointing data, the bolometer timestreams are very well-behaved.

The primary (undesirable) features of the bolometer TOD, in order of increasing diffi-

culty, are calibration lamp pulses, elevation changes, cosmic ray hits, and gyroscope-

correlated vibrational signals. The raw bolometer signals must be deglitched, de-

convolved, despiked, gap-filled, and corrected for responsivity drifts, roughly in that

order. In this section we describe this process.

Hopelessly contaminated segments of the timestream are flagged and gap-filled, a

process that involves replacing the missing data with values that are both continuous

and statistically consistent with the surrounding data. We use a constrained realiza-

tion of the power spectrum of the neighboring timestream for this purpose [170, 140].

As usual, the first step of the bolometer cleaning pipeline involves making the

data suitable for the application of FFTs.7 This requires flagging and gap-filling the

data during the periods that the analog-to-digital converter is saturated.

Approximately 19.2% of the raw data are flagged based on the noise, the bulk of

which occurs during the first day of the flight while the pendulations are large and

the system temperatures are equilibrating. Also included in this figure are the data

taken during the bias checks, and during the fridge cycle toward the end of the flight.

An additional 1.5% of the data are flagged in the vicinity of elevation changes, and

0.5% of the data are flagged from cosmic ray hits that rail the A/D converter.

Once these glitches are removed, the system transfer functions are deconvolved

for each channel. It is preferable to deconvolve the transfer functions from the TOD

prior to the removal of cosmic ray hits and the calibration lamp pulses in order to

7I am deeply indebted to Frigo and Johnson, who have provided the scientific community with
FFTW, a beautifully executed package for the efficient calculation of discrete Fourier transforms [46].



114

Figure 4.1: The measured system transfer functions for the PSBs (upper panels) and
photometers (lower panels). Both the amplitude and phase are displayed as a function of
the the signal frequency [Hertz]. Above 100 mHz, the transfer functions are dominated by
the bolometer response, which varies from channel-to-channel due to variations in thermal
conductivity.

decorrelate the adjacent timestream. The transfer functions, shown in Figure 4.1, are

deconvolved in the Fourier domain. In order to minimize the impact of edge-effects,

the deconvolution of each channel is performed in a single operation over the entire

timestream.8

After completing the deconvolution, the calibration lamp pulses are flagged and

a copy of the data are low-pass filtered and despiked using a three-point template in

order to identify cosmic ray hits. An iterative map-based despiking routine is used

to aid in the despiking of the data near the galactic plane. The deconvolved TODs

are then flagged and gap-filled.

8The operation takes approximately fifteen minutes and requires ∼ 2 GB of RAM.
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Of the 257 hours that were spent in observations of the cmb region, 195 hours

(75.9%) survived the cuts based on pointing considerations. Of these data, an addi-

tional 6% are flagged due to pointing, 6% are contaminated by cosmic ray hits, and

1.3% are cut around calibration lamp pulses. After all the cuts, the total observing

efficiency is 66.2%, with the bulk of the cuts a result of pointing related problems.

A gyro-correlated signal is observed in the bolometer timestreams. The origin of

this signal is likely a result of the modulation of the spillover of the beam between the

4 K and 77 K stages due to mechanical vibrations. The signal is small–approximately

the same amplitude as the white noise level–but significant nonetheless. The gyro

data are fit to the amplitude and phase of the ∼ 500 mHz signal, which is then

regressed from the time ordered data. After the data are deconvolved and cleaned,

the corrections for the calibration drift, as illustrated in Figure 3.5, are applied to the

timestreams.
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Chapter 5

Science Analysis

“God does not care about our mathematical difficulties. He integrates

empirically.”

–Albert Einstein, 1942.

While the ultimate goal of cmb experiments is to estimate the underlying power

spectrum of the fluctuations in temperature and polarization of the primordial radia-

tion, the direct observable available to us is a particular realization of that Gaussian

random process, together with possible contributions from intervening structure. For

single dish experiments in particular, the fundamental (that is, model independent)

observable is a polarized map of temperature fluctuations projected on the sphere.

We therefore begin our discussion of the science analysis with an introduction to the

problem of making maps from time ordered data, and the related issue of noise es-

timation. Finally, we briefly address the approach to power spectrum estimation in

Section 5.2.

5.1 An introduction to mapmaking

If a receiver is operating in the linear regime then the time domain signal, d, can be

modeled as a linear function of the sky signal, m,

d = Am + n ,
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where in the most simple case the elements mp represent the sky signal in pixel p, the

Aip are the elements of the (very sparse) matrix that maps pixels to time samples,

and ni is the noise in sample di. By generalizing the definition of the matrix A and

the vector m, this description of the data can be extended to include any effect that

is coupled linearly to the timestream. Examples of such generalizations include 1)

treatment of the instrumental beam or 2) systematic effects such as the susceptibility

of the COBE DMR instrument’s ferrite switches to the Earth’s magnetic field [172].

In the limit that the instrumental noise timestream, n, is well described by Gaus-

sian white noise, the optimal map is obtained by averaging all time samples di falling

in a pixel p. The resultant map is “optimal” in the sense that all the information

in the timestream regarding the sky temperature is preserved in the estimate of the

map, m̃. One may express this simple mapmaking procedure in matrix notation as,

m̃ = (ATA)−1ATd . (5.1)

The operator ATd sums all tod samples falling in a given pixel, while (ATA)−1

simply divides the sum by the number of hits per pixel.

If the noise power spectrum is not white, the procedure for simple averaging

results in a loss of information due to the uniform weighting of the data. The more

general problem of lossless mapmaking in the presence of noise has been discussed

extensively in the literature [76, 158, 75, 42, 18, 141, 125, 38]. The topics relevant to

the Boomerang analysis are summarized in what follows.

mapmaking in the presence of noise

The general method of making a map, m̃, from time ordered data d can be viewed

as a linear problem in the data,

m̃ = Wd .

Where the simple coaddition procedure described above uses Wc = (ATA)−1AT . A

more general Wml would be that which results in the maximum likelihood estimate
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of m̃ in the presence of noise with nontrivial statistical properties. If the noise is

Gaussian, this means that the solution, m̃ = Wml d, is that which maximizes the

probability of the data given the noise.

P (d|n) ∝ L(m̃) = e−
1
2
χ2

(5.2)

where

χ2 ≡ (d− Am̃)T N−1 (d− Am̃) , (5.3)

where N is the time domain noise covariance matrix of the noise timestream n. The

noise covariance matrix N is defined by

Ntt′ ≡
1

N

N∑

i

(ni+t − 〈n〉)(ni+t′ − 〈n〉) .

Clearly N is a symmetric matrix whose diagonal elements are the variance of the

noise timestream. It is usually the case that the noise has zero mean, so that 〈n〉 = 0.

If the time domain covariance matrix is diagonal, then the noise is said to be white.

If N depends only on the lag δ = (t− t′) and not on the location in the timestream,

t, the noise is said to be stationary. In the literature, such a matrix is called circulant

or Toeplitz.

Noise stationarity implies that the statistical properties of the noise timestream

are well described by a single noise power spectrum, Ñ(f).1 Under these assumptions

the noise covariance matrix is simply the Fourier transform of the power spectrum,

Ntt′ =
1

2π

∫
dωÑ(f) e−iω(t−t′) .

The solution, m̃, which minimizes Equation 5.3 is determined by the system of

equations,
∂χ2

∂m
= −2 ATN−1(d− Am) . (5.4)

1The following discussion assumes that non-Gaussian artifacts in the timestream have been re-
moved, flagged, and filled with accurate signal and noise realizations during the low level analysis.
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Figure 5.1: The difference between the naively coadded map (Equation 5.1) and the con-
verged least squares solution (Equation 5.5), for the B2K data. The converged map has
properly accounted for the time domain correlations in the noise, resulting in an improved
recovery of the large angular scale modes in the map.

Setting the derivative to zero gives the general least squares solution,

m̃ = (ATN−1A)−1 ATN−1d . (5.5)

In the cmb literature, the quantity CN ≡ (ATN−1A)−1 is referred to as the “pixel-

pixel” noise covariance matrix. The CN is of particular importance due to its role

in the accurate estimation of the power spectrum of the underlying signal and, for

extended duration experiments, the sheer numerical difficulty of its calculation.

The solution of Equation 5.5 has the attractive (and perhaps obvious) property

that the error on the estimate of the signal is independent of the signal. One can show

this by writing down the difference between the maximum likelihood estimate, m̃, and
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the pure signal as observed by the experiment, m′ = (ATN−1A)−1 ATN−1A m, as

m̃ −m′ = (ATN−1A)−1 ATN−1 d− m′

= Wml(s + n) −m′

= Wml(Am + n) −m′

= ñ ,

where ñ ≡ Wml n is the noise-only map, containing no information about the sky.

Another common approach to signal estimation, which does not satisfy the above

criteria, is to maximize the probability of the data given both the noise and an

assumption about the statistical properties of the signal. The statistics of the signal,

S, are inserted as a prior into Equation 5.2. The linear operation that maximizes

this posterior probability is called the Wiener filter, and can be shown to be given by

[170]

W =
(
S−1 + ATN−1A

)−1
ATN−1.

This approach is of use when trying to discriminate, say, a cmb signal from fore-

ground contamination, assuming you know the spectrum of both. However, when

estimating power spectra it is hardly appropriate to assume one as a prior. We limit

the remainder of this discussion to the application of the least squares method.

In practice, solving Equation 5.5 is nontrivial, even if one has a priori knowledge

of the noise correlation matrix N. There are two approaches to this solution. While

an iterative solution for the maximum likelihood map is quickly and easily achieved,

one needs the pixel-pixel noise correlation matrix to compute the maximum likelihood

power spectrum. A brute force calculation and inversion of the Np × Np pixel-pixel

noise correlation matrix on a data set the size of B2K’s is computationally challenging

even with modern supercomputers. For B2K the number of time domain samples

approaches Nd ∼ 109, while the number of pixels is typically Np ∼ 5 · 105. Of course,

the scale of the problem is far worse for satellite missions covering the whole sky

at comparable resolution. For these data sets, the brute force approach is likely to
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remain intractable for some time.

The importance of the iterative method is underscored by the necessity of estimat-

ing the noise properties of the experiment from the data. All analyses, including the

brute force method, require a simultaneous solution for the signal and noise. Before

moving on to the treatment of polarized data, we briefly discuss the iterative solution

to large matrix equations.

The fidelity of the power spectrum estimation is fundamentally limited by the

accuracy achieved in the measurement of the noise properties of the instrument. Until

now we have assumed that one has perfect knowledge of the statistical properties of

the instrumental noise. However, noise estimation is one of the most fundamental

experimental challenges in the study of the cmb, and is a topic that will be discussed

at length in the following section.

5.1.1 Signal estimation

For most terrestrial telescopes, the timestream is dominated by noise, so that a good

approximation to the noise covariance matrix appearing in Equation 5.5 is the co-

variance of the raw data itself. For orbital and suborbital cmb experiments like

Boomerang, the time ordered data are not completely noise dominated, greatly

complicating an accurate determination of the noise. In general, an in-situ estimation

of the noise is required due to the influence of atmospheric emission, unpredictable

backgrounds, and scan-synchronous effects. As a result, the simultaneous estimation

of both the signal and noise is required.

An iterative solution for both N and m̃ is possible by using an adaptation of

the Jacobi method. The Jacobi method is an iterative approach to the solution of

a general linear system of equations, such as Equation 5.5, that does not require

the inversion of large matrices. The application to the solution of Equation 5.5 is

derived in Appendix C.2. This algorithm is naturally suited to the problem of noise

estimation, as the signal subtraction is an integral part of the iterative procedure.

By iterating on the noise covariance matrix, N, as well as the signal, m̃, one
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Figure 5.2: The fractional change in the cut-sky angular power spectrum (pseudo-Cℓ) from
iteration to iteration of the mapmaker. The largest scales take the longest to converge, and
polarization takes longer to converge than does temperature.

approaches a general least squares solution for both. This procedure has been used

in the noise estimation of previous experiments that probed the cmb temperature

anisotropies[172, 141]. In this application, the procedure has been successfully ex-

tended to a polarized data set.

As described in Appendix C.2, each subsequent iteration on the solution to Equa-

tion 5.5, m̃k+1, is calculated from the previous solution according to the procedure

m̃k+1 = m̃k + δm̃k+1 ,

where

δm̃k+1 ≡ α · diag(ATN−1
k A)−1ATN−1

k (d− A m̃k) ,

and the relaxation parameter, α . 1, is tuned to optimize the speed of convergence.
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Figure 5.3: The convergence criteria for the iterative procedure is determined by a threshold
on the rms amplitude of the correction. Histograms of the corrections to the I and Q maps
(the change in pixel value between subsequent iterations) are shown for 5, 10, 20, 40 and
80 iterations.

Recall that, in the case of polarized data, the quantity d represents the left hand

side of Equation 5.12. Therefore, the calculation of the matrix diag(ATN−1
k A)−1

involves the inversion of the polarization decorrelation matrix on the right hand side

of Equation 5.12. The great advantage of this method is that the convolution of the

data with the inverse noise correlation matrix,

nk+1 ≡ N−1
k (d− A m̃k) ,

can be efficiently calculated in the Fourier domain, without needing to invert the time

domain correlation matrix, N.

nk+1 = FFT−1
(
Ñ−1
k (f) · FFT(d− A m̃k)

)
(5.6)

where the estimate of the noise power spectrum is taken from the previous signal

estimate,

Ñk+1(f) = PSD(d− A m̃k).

Clearly, this operation is simply the application of a Fourier filter to the noise-only

timestream, using the inverse of the noise power spectrum as a kernel. Therefore, a

single iteration of the process scales as Nd log(Nd), which is as fast as the calculation
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of a filtered and naively coadded map.

5.1.2 Polarization formalisms

To extend the the mapmaking procedure described above to polarized data, it is first

necessary to describe the correspondence between the incident polarized radiation

and the detected signal. The two most commonly used conventions for handling

polarized radiation are the Jones and the Stokes/Mueller formalisms. In the former,

optical components are modeled with matrix operations on the (complex) electric

field vectors, while the latter convention involves matrix operations on the Stokes

vectors [124, 54, 79, 80, 81, 62].

The primary difference between the two approaches is that the Stokes/Mueller

formalism manipulates irradiances, and therefore is applicable only to incoherent

radiation. The Jones formalism works directly with the field amplitudes, making

it the appropriate approach for coherent analysis. While the Jones formalism is

rather intuitive, the Stokes formalism is more naturally suited to cmb analysis. In

the following we introduce both approaches at an elementary level, and describe the

correspondence between the two.

The general action of linear optical elements can be described in terms of the

relationship between the input and output electric field vectors. The Jones matrix of

an optical element is defined in terms of its action on the incident fields,

ef = J ei ,

where the Jones matrix, J, of the system is a general product of the matrices describ-

ing individual components in the system.


 Ex

Ey



f

=


 Jxx Jxy

Jyx Jyy




0

. . .


 Jxx Jxy

Jyx Jyy



n


 Ex

Ey



i

Of course, all such components may be rotated with respect to one another with the
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usual rotation matrices,

J′ = R J RT ,

with

R ≡


 cosψ − sinψ

sinψ cosψ


 .

This formalism allows a fairly complicated optical system to be described by a single

matrix, which need only be derived once from the constituent components.

As an example we describe an imperfect polarizer oriented at an angle ψ with

respect to the basis in which the fields are defined. Such an object may be represented

by the Jones matrix:

Jp ≡ R


 η 0

0 δ


 RT

=


 η cos2 ψ + δ sin2 ψ (η − δ) cosψ sinψ

(η − δ) cosψ sinψ η sin2 ψ + δ cos2 ψ


 ,

where η > δ. A perfect polarizer would have η = 1 and δ = 0. After generous

application of trigonometric identities, one recovers the general Jones matrix

Jp =
1

2


 (η + δ) + (η − δ) cos 2ψ (η − δ) sin 2ψ

(η − δ) sin 2ψ (η + δ) − (η − δ) cos 2ψ


 (5.7)

Each detector in a polarization sensitive bolometer pair acts as just such a partial

polarizer, followed by a total power detector.

The Stokes parameters are defined in terms of the electric field as follows:

I ≡ 〈ExE∗
x + EyE

∗
y〉 = 〈|Ex|2〉 + 〈|Ey|2〉

Q ≡ 〈ExE∗
x −EyE

∗
y〉 = 〈|Ex|2〉 − 〈|Ey|2〉

U ≡ 〈ExE∗
y + EyE

∗
x〉 = 2 〈|ExEy| cos(φx − φy)〉

V ≡ i〈ExE∗
y − EyE

∗
x〉 = 2 〈|ExEy| sin(φx − φy)〉

where the brackets, 〈 〉, represent a time average and the fields are specified in a

coordinate system fixed with respect to the instrument. For Thomson scattering of
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electrons in a quadrupolar radiation field there is no mechanism for the introduction

of a relative phase between the two polarizations. Therefore, the cosmological Stokes

V parameter is presumed to be zero.

The action of linear optical elements on a Stokes vector, s, can be described in

terms of the elements’ Mueller matrix,

sf = M si.

Given the definition of the Stokes parameters, one can derive the relationship

between a Jones matrix, and the corresponding Mueller matrix. Following Born and

Wolf we find [17]

Mij =
1

2
tr
(
σiJσjJ

†
)
, (5.8)

where the σi are the usual Pauli matrices:

σI = σ0 ≡


 1 0

0 1


 σQ = σ3 ≡


 1 0

0 −1




σU = σ1 ≡


 0 1

1 0


 σV = σ2 ≡


 0 −i

i 0


 .

(5.9)

Applying a moderate amount of algebra to equations 5.8 and 5.7, we find the first

row of the Mueller matrix Mp for a partial polarizer. This defines the total power

detected as a function of the incident I, Q, U, and V parameters:

MII =
1

2
(η2 + δ2)

MIQ =
1

2
(η2 − δ2) cos 2ψ

MIU =
1

2
(η2 − δ2) sin 2ψ

MIV = 0 .

The signal from a total power detector is proportional to the Stokes I parameter
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of the incident radiation. Modeling a polarization sensitive bolometer as a partial

polarizer followed by a total power detector, we find (ignoring, for the moment, the

effects of finite beam size and frequency passband) the data can be expressed

di =
s

2

[
(1 + ǫ) · I + (1 − ǫ) · (Q cos(2ψi) + U sin(2ψi))

]
+ ni , (5.10)

where we have defined the polarization leakage term, ǫ, such that (1 − ǫ) is the

polarization efficiency, ψ is the orientation of the axis of sensitivity of the PSB, and

s is the voltage responsivity of the detector.2 The term n is the noise contribution

to the time ordered sample. For Boomerang, the value of the crosspolar leakage

is typically ∼ 5%, and less than 3% for second generation devices designed for the

Planck HFI, BICEP, and QUAD. We now return to the problem of making maps

from time ordered data, now including a full treatment of the polarization.

5.1.3 Polarized beams

The angular response of an instrument can be characterized by copolar and crosspolar

power response functions P‖(r, θ, φ) and P⊥(r, θ, φ). In the time reversed sense these

can be thought of as the normalized power at any point in space resulting from a

linearly polarized excitation produced by the feed element in the focal plane. That

is, for a given polarization p = (‖,⊥),

Pp(r, θ, φ) ≡ |Ep(r, θ, φ)|2
|E‖(r, 0, 0)|2 .

For a single moded system, Pp has absolutely nothing to do with the detector–it

only depends on the feed and optical elements of the system. The polarized beam

patterns can be considered separately from the detector due to the single-moded

segment of waveguide at the throat of the feedhorn.

The exact definitions used for the polarizations on the sphere p = (‖,⊥) vary in

2That is, in terms of the elements of the Jones matrix for an imperfect polarizer, the leakage
ǫ ≡ δ2/η2. This is the ratio between the minimum and peak power response to a pure linearly
polarized source, which is a directly observable property of the PSB.
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Figure 5.4: One of Boomerang’s full beam patterns. The contours of the crosspolar
beam pattern, P⊥(θ, φ), are overlaid on the copolar beam, P‖(θ, φ). The elevation axis is
increasing to the right.

the literature, but the standard is Ludwig’s Third definition [109]. In any case, for

small angles away from the beam centroid, they are very nearly equal to the Cartesian

definition.

Qualitatively, P‖ is similar to an Airy pattern; a Gaussian near the beam centroid,

with a series of side-lobes. P⊥ is zero on axis for most optical systems and, for on-

axis systems, is also zero along the E- and H-planes. The peak of crosspolar the

distribution is typically at the half power point of the copolar beam, and the peak

amplitude relative to the copolar beam is fundamentally related to the asymmetry

of the copolar beam, as in Figure 5.4. For an azimuthally symmetric system, such

as a feedhorn antenna, this produces lobes in the 45◦ plane in all four quadrants of

the beam. For an off-axis reflector such as the Boomerang telescope, the azimuthal

symmetry is lost and the lobes are bimodal. It is worth noting that the polarized

beams generally depend on frequency as well as on the field distance r, and angular

position.

A PSB detects the convolution of the polarized sky with the polarized beam,

integrated over the frequency bandpass, and subject to the polarization efficiency of
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the detector.3 In the flat sky approximation, the general expression for the signal

from a single bolometer in a PSB pair is,

di(x̂) =
s′

2

∫
dν
λ2

Ωb
Fν

∫
dΩ

[
P‖(ν, x̂)

(
(1 + ǫ) I(ν, x̂) + (1 − ǫ)(Q(ν, x̂)ci + U(ν, x̂)si)

)

+ P⊥(ν, x̂)
(
(1 + ǫ) I(ν, x̂) − (1 − ǫ)(Q(ν, x̂)ci + U(ν, x̂)si)

)]
+ ni

where we have abbreviated the trigonometric functions and define the beam solid

angle Ωb =
∫
dΩ (P‖ + P⊥). Rearranging and dropping both the explicit spatial and

frequency dependencies, the relation can be written more intuitively,

di ≃
s

2

∫
dν λ2 Fν

∫
dΩ [ I + γ P ( Qci + Usi)] + ni (5.11)

where we have defined the parameters,

γ =
(1 − ǫ)

(1 + ǫ)

and,

P =
(P‖ − P⊥)

(P‖ + P⊥)

and we have used the approximation, which is exact in the flat sky approximation,

that the cross polar beam, P⊥, is sensitive to the Stokes parameters rotated by π/2

on the sky.

We have also made the simplifying assumption that we may remove the beam

and polarization efficiencies from the integral over the sky, and then absorb the beam

and polarization efficiency prefactors into a redefinition of the calibration constant,

s = s′
∫
dν (1 + ǫ).

3This treatment is actually more general; it holds for any receiver that can be characterized as a
total power detector preceded by an imperfect polarizer. That is, any receiver that is well described
by a Jones matrix of the type

Jp =

[
η 0
0 δ

]
.

In the discussion that follows, keep in mind that ǫ ≡ δ2

η2 .
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We now extend the mapmaking discussion of the previous section to polarized

data. In what follows, we do not explicitly treat the details of the beam, and instead

keep in mind that the observed Stokes parameters represent the convolution of the

sky signal with the beam.

5.1.4 Polarized mapmaking

Estimates of the I, Q, and U parameters can be recovered by generating orthogonal

linear combinations of the data. For a given sample, i, from a single detector and a

measurement of the projection of the orientation of that detector on the sky, ψi, one

can construct the polarization decorrelation matrix defined by,




di

diγjci

diγjsi


 =




1 γjci γjsi

γjci γ2
j c

2
i γ2

j sici

γjsi γ2
j cisi γ2

j s
2
i







I

Q

U


 , (5.12)

where γ ≡ (1−ǫ)
(1+ǫ)

is a parameterization of the polarization efficiency, and for simplicity

we have abbreviated the trigonometric functions, whose argument is 2ψi.

In the limit that the instrumental noise timestream, n, is stationary, Gaussian,

and is well-characterized by a white frequency spectrum, the optimal map is obtained

by summing all time samples di and decorrelation matrix elements falling in a pixel

p. Assuming that the scan strategy, instrument, or channel combination provides

modulation of the angle ψ, the matrix is nonsingular and the best estimates for I,Q,

and U are then obtained by inverting the coadded (3x3) decorrelation matrix at each

pixel. This is the polarized analog to a naively coadded temperature map.

The situation becomes markedly more difficult in the presence of noise with non-

trivial statistics. The solution that is optimal in the least squares sense is again

given by Equation 5.5, with the understanding that now the data consist of the linear

combinations defined by Equation 5.12.

We now find ourselves in the uncomfortable position of having to solve Equation

5.5 for polarized data, in the presence of noise with unknown statistical properties,
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using channels of varying sensitivity and polarization efficiency. In this general case,

the data are treated in the following way: estimates of the left hand side of the noise

only version Equation 5.12 and the Stokes decorrelation matrix are generated for each

pixel,

n̂p =
NCH∑

j

wj
∑

i∈p




ni

ni γj ci

ni γj si


 , (5.13)

where the ni are the elements of n appearing in Equation 5.6. Likewise, for the

decorrelation matrix one calculates

M̂p =

NCH∑

j

wj
∑

i∈p




1 γjci γjsi

− γ2
j c

2
i γ2

j cisi

− − γ2
j s

2
i


 . (5.14)

One then obtains an estimate of the corrections to the Stokes parameters I, Q,

and U maps for an iteration k, by inverting M̂ at each pixel,

Sk+1 − Sk = M̂−1
k n̂k , (5.15)

allowing one to iteratively obtain a solution for the maximum likelihood maps of each

Stokes parameter.

The cmb dipole produces a ∼ 1.5 mK gradient (increasing with increasing right

ascension) across Boomerang’s field. This signal, which for Boomerang appears

as a triangle wave at the scan period (see Figure 3.6), is subtracted directly from the

timestreams using the WMAP measurement of the dipole amplitude and direction.4

5.1.5 Direct differences

A less general approach can be useful when either the crosslinking or the modulation of

the polarization angles is not sufficient to constrain the entries in Equation 5.14. This

4WMAP measures the cmb dipole to be ≃ 370 m/s toward [RA, Dec] (J2000) [167.845, -6.883],
which is a slightly more precise determination than that provided by COBE [90].
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approach operates on the sum and difference of the signals from a PSB pair instead

of on the individual timestreams. This has the numerical advantage of isolating the

temperature and polarization terms from the numerical inversion of Equation 5.14,

which, in signal-only simulations, is found to be useful where the pixel crosslinking

is limited and where the decorrelation matrix is poorly conditioned. Differencing the

signals has the additional advantage of removing common mode atmospheric or scan

synchronous signals that might remain in the time domain data.

These benefits are obtained at the cost of suboptimal noise weighting of the chan-

nels within a pair. The two approaches represent a trade-off between optimal treat-

ment of statistical and systematic errors.

We may represent a sample, i, of a single detector as the linear combination of

the sort,

si = I + γi (Q cos(2ψi) + U sin(2ψi)) .

Assuming that we have properly calibrated the two channels, the sum and difference

of the signals (as, say, from a PSB pair) may be written as,

+si ≡
1

2
(s1 + s2)i = I +

1

2
(+αiQ + +βiU)

−si ≡
1

2
(s1 − s2)i =

1

2
(−αiQ + −βiU) ,

where we have defined the angular coefficients

±αi = γ1 cos(2ψ1i) ± γ2 cos(2ψ2i)

±βi = γ1 sin(2ψ1i) ± γ2 sin(2ψ2i)

in terms of the independent variables, ψki, where k = {1, 2} identifies the channel.

Recall that for a PSB pair the angular separation of the channels is ∆ ≃ 90 ± 2◦,

however this treatment in no way requires that to be the case.

Following the prescription of Section 5.1.1, one generates linear combinations of
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Figure 5.5: A signal-only simulation, showing the residuals between the observed and input
polarization (in this case, Stokes Q). While the differencing method (Section 5.1.5) is more
robust than the more general case when the crosslinking is bad, it does no better when the
cross linking is good.

the differenced data,




−si
−αi

−si
−βi


 =

1

2




−α2
i

−αi
−βi

−αi
−βi

−β2
i




 Q

U


 (5.16)

As before, one builds up information about the Q, U decorrelation matrix through

the combination of channel pairs, as well as modulation of the angular coverage, ψ.

In this regard we have

−n̂p =

Npairs∑

j

wj
∑

i∈p




−ni
−αi

−ni
−βi


 , (5.17)

where the time-streams −ni represent the polarization subtracted difference data. The

2 × 2 decorrelation matrix is, therefore,

−M̂p =
1

2

Npairs∑

j

wj
∑

i∈p




−α2
i

−αi
−βi

−αi
−βi

−β2
i


 (5.18)
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and we note that we are now using suboptimal weighting of the pairs to generate

corrections to the polarization map. Note that, for ∆ ≃ 90◦, the quantities −α (−β)

have positive (negative) parity, so that when averaged over a large sampling of ψ,

the off-diagonals of Equation 5.18 tend to zero. Once the corrections to Q and U are

obtained, one may substitute them in the sum for +s to solve self consistently for I.

This method provides an alternate approach to solve for the Stokes Q and U pa-

rameters which, for an idealized data set, is equivalent to the more general method in

the limit of equal sensitivity per channel. Generally speaking, the correlations induced

by the combination of the scan and time domain filtering introduce a path depen-

dence to the observed I, Q, and U parameters. If the crosslinking is sufficiently well

distributed, and the pixels are observed isotropically, the effect will necessarily aver-

age out.5 However, for rarely observed pixels and/or for those with poor crosslinking,

the differencing method may help to cancel the common-mode correlation, thereby

preventing aliasing between the I, Q and U terms.

5.1.6 Noise estimation

In order to obtain (either via direct methods or Monte-Carlo simulations) an unbiased

estimate of the angular power spectrum of the signal, one must first obtain an accurate

statistical description of the instrumental noise in the time domain. The role of noise

bias in the estimation of the angular power spectrum will be investigated in more

detail in Section 5.2, here we discuss how the noise power spectra of the time ordered

B2K data are obtained.

In the discussion of Section 5.1.1, stationarity of the statistical properties of the

noise contribution to the time ordered data is assumed. For B2K, the noise is found

to be stationary only so long as the rate of the azimuth scans remain constant, which

generally holds for the hour-long periods, or “chunks”, between elevation changes

(see Figure 5.6). In addition, there is a diurnal and elevation dependence to the

5By crosslinking, we mean orientation of the pixel crossing. More generally, cross linking can be
thought of as the history of pixel crossings prior to a particular pass through a pixel. When time
domain correlations are introduced to the data (time domain filtering), the value of the observed
Stokes parameter depends, in general, on the history of pixel crossings.
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Figure 5.6: A histogram of the lengths of B2K’s noise-stationary subsets (“chunks”) used in
the analysis. The length of the chunks determine the sample-variance limit to the precision
with which the noise can be determined, and therefore play a crucial role in the noise
estimation process.

1/f knee, presumably due to residual atmospheric affects (see Figure 5.8). While

the noise is not stationary over the whole flight, the noise properties are piecewise

stationary, allowing the application of the methods discussed in Section 5.1.1 on a

chunk-by-chunk basis.

Once the iterative solutions for the signal, Equation 5.15, and therefore the noise,

ñ = d−A m̃, have converged, the noise power spectra of the TOD must be calculated.

In practice, there are two factors that fundamentally limit the accuracy with which

the power spectrum of the noise can be determined: sample variance and sensitivity.

Sample variance, resulting from the finite length of the noise-stationary subsets,

limits both the accuracy and resolution with which features in the noise spectrum

may be recovered. By smoothing and binning the power spectra, a compromise is

made between the resolution and the error in the estimate. For the B2K analysis, a

logarithmic binning scheme is implemented, in which the spectra are first smoothed

using a variable width kernel, and then stored in logarithmically spaced bins. This

approach preserves sensitivity to lines in the extremes of our signal band, while also

minimizing the error due to sample variance.
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The raw sensitivity ultimately determines the signal-to-noise ratio of the time

ordered data and, when combined with the distribution of integration time on the

sky, the fidelity of the recovered signal estimate, m̂. The error in the estimate m̂

may introduce a bias to the estimate of the noise power spectrum [2]. This bias is

generally frequency dependent due to the fact that the time domain signal bandwidth

is generally less than the noise bandwidth. The bias in the noise estimation varies

from chunk to chunk as a result of the variation in signal-to-noise ratio achieved on

different parts of the sky.

The origin of this bias is easily understood by closer examination of the estimate

of the noise-only timestream, ñ, obtained from the estimate of the Stokes parameter

maps, m̃, namely, ñ = d − Am̃. The data are assumed to consist of the sum of a

pure signal and noise, d = s + n, giving

ñ = s + n −Am̃

= n− n̂ (5.19)

where we have defined the projection of the signal error to the timestream as n̂ ≡
A(m̃−m). The raw noise power spectrum, 〈ññ†〉, which is estimated from Equation

5.19 differs from the true noise power spectrum, 〈nn†〉, by the factor

(
1 +

〈n̂n̂†〉
〈nn†〉 − 2

〈n̂n†〉
〈nn†〉

)
(5.20)

For B2K, the projection of the map errors to the time domain is highly correlated

with the true time domain noise, and therefore the crosscorrelation term dominates

in Equation 5.20. The raw noise power spectra therefore tend to underestimate the

true amplitude of the noise in the signal bandwidth. This effect is illustrated in the

lower panel of Figure 5.7.

One way to estimate and correct for this bias is to generate an ensemble of signal

and noise simulations from an input noise power spectrum, and run the noise esti-

mation procedure on each realization. The transfer function of the noise estimation
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procedure may then be obtained by comparing the ensemble average of the estimated

noise power spectra to the input power spectra. The size of the ensemble is deter-

mined by the necessary reduction in the sample variance limit. This bias transfer

function, calculated from fifty signal plus noise simulations, is then used to correct

the spectra obtained from each subset of the B2K data individually. A comparison

of the bias transfer functions typical of noise stationary subsets in the high and low

signal to noise regimes is shown in Figure 5.7.

For reasons that will be discussed in Section 5.2.4, we require a framework in

which to treat noise correlations in the time domain. Noise correlations in the data

are expected both from fundamental considerations (see Appendix B.3), as well as

from the practical limitations of noise and crosstalk in the readout electronics. The

measured noise from a given channel, ñk, is modeled as the sum of an intrinsic (un-

correlated) component, nk, and the contributions from the intrinsic noise of the other

channels, filtered through a (frequency dependent) crosstalk transfer function ξik.

ñk = nk +
∑

i6=k

ξikn
i

where, by definition, the intrinsic noise at each frequency is distributed as an uncor-

related Gaussian distribution,

〈nink〉 ≡ δikPik.

The observable quantities

〈ñiñk〉 = P̃ik

are the (Nch(Nch−1)/2+Nch) auto- and cross-correlations of the noise-only timestreams,

which are estimated directly from the Nch channels.

The Monte Carlo based approach to power spectrum estimation relies on the

ability to accurately model the noise properties of the instrument. Therefore, in order

to treat the noise in a self-consistent fashion as a realization of a Gaussian random

process, it is necessary to measure and store the observed auto- and cross-correlations

for all the channels, and for each chunk of the data. This corresponds the calculation
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and storage of 36 spectra for each of the 215 noise stationary subsets, each of which

must be corrected for the bias, as previously discussed. Having obtained estimates of

the signal and the noise properties from the time ordered data, we are prepared to

proceed with the estimation of the angular power spectra.
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Figure 5.7: The upper panel shows the power spectral density, in cmb units, of the noise
for a representative chunk of the time ordered data. The black line is derived from the raw
(signal plus noise) data, whereas the red line is the estimate of the noise only PSD. The
scan frequency for this chunk appears at 12 mHz, and the cmb dipole (which appears as a
triangle wave at the scan frequency) has been subtracted from the TOD prior to the noise
estimation. The lower panel shows the amplitude of the noise bias as determined from an
ensemble of signal plus noise simulations. The blue line is representative of the bias in a
typical high signal-to-noise chunk, whereas the red line is the most extreme example found
in the low signal-to-noise regime.
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Figure 5.8: The time dependence of the (signal subtracted) noise power spectra of the
Boomerang science channels as determined from the in-flight data. Each frame shows the
power spectrum of each noise stationary subset (chunk) from a particular channel. The
series of lines above 10 mHz corresponds to the harmonics of the scan frequency. The
signal band extends from 0.05 to 5 Hz. The diurnal dependence of the 1/f knee is evident.
The B345Z channel exhibited noise whose properties were neither stationary nor Gaussian,
which is manifest in the low frequency contribution.



141

5.2 cmb power spectrum estimation

5.2.1 Formalism

In this section, we briefly summarize the formalism required to treat the description

of linearly polarized emission on the sphere. As before, the Stokes parameters are

defined in terms of the electric field,

I ≡ 〈ExE∗
x + EyE

∗
y〉 = 〈|Ex|2〉 + 〈|Ey|2〉

Q ≡ 〈ExE∗
x −EyE

∗
y〉 = 〈|Ex|2〉 − 〈|Ey|2〉

U ≡ 〈ExE∗
y + EyE

∗
x〉 = 2 〈|ExEy| cos(φx − φy)〉

V ≡ i〈ExE∗
y − EyE

∗
x〉 = 2 〈|ExEy| sin(φx − φy)〉

where the brackets, 〈 〉, represent an average over many periods of the wave. For

Thomson scattering of electrons in a quadrupolar radiation field there is no mech-

anism for the introduction of a relative phase between the two linear polarizations.

Therefore, the cosmological Stokes V parameter is presumed to be zero.

Any scalar quantity defined on the sphere (including the Stokes I parameter) can

be decomposed into the spherical harmonic basis,

∆T (n̂) =
∑

ℓ>0

ℓ∑

m=−ℓ

aTℓmYℓm(n̂) (5.21)

where the expansion coefficients are determined by the integrals over the sphere,

aTℓm =

∫
dΩ ∆T (n̂)Y ∗

ℓm(n̂) . (5.22)

If we assume that the fluctuations have zero mean and are isotropic, then 〈aℓm〉 = 0

and the azimuthal averages vanish,

〈aℓma∗ℓ′m′〉 = δℓℓ′δmm′〈Cℓ〉.
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Figure 5.9: The predicted cmb power spectra corresponding to a fiducial ΛCDM cosmology.
The topmost curve is the power spectrum of the unpolarized emission, CTT

ℓ , the alternating
solid and dotted lines represent the temperature-polarization cross correlation, CTE

ℓ , (which
goes negative when shown as a dotted line), and the lowest of the signals is the gradient
mode polarization, CEE

ℓ . The spectra are in units of [µK2
CMB]. Note that the polarization

power is a factor of 20 less than the unpolarized signal.

In this limit the m-averaged power spectrum contains all the information,

Cℓ =
1

(2ℓ+ 1)

ℓ∑

m=−ℓ

|aℓm|2 (5.23)

It has become the usual practice to display the quantity

Cℓ ≡
ℓ(ℓ+ 1)

2π
Cℓ , (5.24)

which is roughly flat in ℓ, and which is therefore more amenable to simple binning.

Unlike the temperature anisotropies, the Stokes Q and U parameters are not

invariant under rotation of the coordinate system. A set of invariant quantities may

be defined on the sky [85, 177, 176],

(Q+ iU)(n̂) =
∑

ℓ>0

ℓ∑

m=−ℓ

+2aℓm +2Yℓm(n̂) (5.25)
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(Q− iU)(n̂) =
∑

ℓ>0

ℓ∑

m=−ℓ

−2aℓm −2Yℓm(n̂) (5.26)

where we have introduced the spin-weighted spherical harmonics, ±2Yℓm(n̂), which

satisfy the usual orthogonality requirements. These functions are defined according

to the conventions in Appendix A of Reference [177],

sYℓm = eimφ
[

(ℓ+m)!(ℓ−m)!
(ℓ+s)!(ℓ−s)!

(2ℓ+1)
4π

]1/2
sin2ℓ(θ/2) ·

∑ℓ−s
r=0


 ℓ− s

r




 ℓ+ s

r + s−m


 (−1)ℓ−r−s+m cot2r+s−m(θ/2)

(5.27)

The expansion coefficients may be obtained in the usual way:

±2aℓm =

∫
dΩ ∆(Q± iU)(n̂) ±2Y

∗
ℓm(n̂) . (5.28)

The usual practice is to introduce the so-called E-mode and B-mode (or gradient and

curl) coefficients,

aEℓm = − (2aℓm + −2aℓm)/2 (5.29)

aBℓm = i (2aℓm − −2aℓm)/2 (5.30)

and the rotationally invariant power spectra,

CXY

ℓ =
1

2ℓ+ 1

ℓ∑

m=−ℓ

aX∗
ℓm aYℓm (5.31)

where X, Y represent any of T,E, or B. Occasionally in the literature other quan-

tities are plotted to highlight a particular range of multipoles. For instance, some

authors prefer to display the quantities CTT

ℓ ≡ ℓ(ℓ + 1)/2π CTT

ℓ for the temperature

anisotropies, (ℓ+1)/2π CTE(B)

ℓ for the temperature-polarization cross correlation, and

simply, CEE(BB)

ℓ for the polarization auto-power spectra.
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5.2.2 The likelihood

Our approach to power spectrum estimation, as in many other astrophysical appli-

cations [77], is a Bayesian one [15, 7, 16]. The expression for the likelihood of the

data is the convolution of the probability distribution of underlying temperature fluc-

tuations, s, given the covariance of the theoretical power spectrum, Cs, with the

likelihood of the map, m, given the covariance of the noise, CN , and the underlying

signal, s. Clearly, we are ignorant of the true signal s, and so we must integrate (or

marginalize) the likelihood over all values of s,

L(̟) =

∫ ∞

−∞

ds P (s|Cs) P (m̃|CN , s) ,

where the cosmological parameters, ̟ enter by means of the signal covariance CS

implied by the predicted power spectrum Cℓ. The parameters therefore enter the

likelihood in a highly nontrivial fashion. We then have an expression for the likelihood,

L(̟) =

∫ ∞

−∞

dNps

(2π)Np/2|CS|1/2
e−

1
2

sT C
−1
S

s 1

(2π)Np/2|CN |1/2
e−

1
2

( em−s)T C
−1
N

( em−s) . (5.32)

After completing the square and integrating over s, one is left with a likelihood which

is a multivariate Gaussian in the data,

L(̟) ≡ P (m̃|̟) =
1

(2π)Np/2 |C|1/2 e
− 1

2
emT · C−1· em (5.33)

where the noise and signal are assumed to be uncorrelated and Gaussian distributed,

such that

C = CN + CS , (5.34)

where the signal covariance CS is related to the underlying power spectrum

CS(θ) =
1

4π

∞∑

ℓ=0

Pℓ(cos θ)

ℓ∑

m=−ℓ

|Bℓmaℓm|2 (5.35)
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and θ is simply the angle between the two pixels represented by each element in

the Np × Np covariance matrix CS. The signal covariance matrix is band-limited

in practice by the beam window function Bℓm, even if the signal, aℓm, is not. The

function Bℓm is the spherical harmonic transform of the effective instrumental beam,

which in most cases is isotropic (has no m dependence). In this case, Bℓm = Bℓ,

which is just the Legendre transform of the effective beam. For a Gaussian beam,

Bℓ = e−
1
2
ℓ(ℓ+1)σ2

b , where σb = θFWHM/
√

8 ln 2. Even in cases where the physical beam

is not symmetric this is often an excellent approximation due to symmetrization of

the effective beam on the sky resulting from the scan strategy or, in the case of B2K,

pointing error.

It is worth emphasizing that while Equation 5.33 is Gaussian in the data, m, the

likelihood is most certainly not Gaussian in the signal covariance CS, much less the

power spectrum Cℓ . Maximizing the likelihood will therefore result in an estimate

of the signal covariance, but estimating the errors on those values requires an exact

treatment of the (nontrivial) shape of the likelihood function in the vicinity of the

maximum likelihood estimates.

Following Dodelson, it is instructive to consider the the case when the covariance

matrix takes the simple form C = (CS + CN) · I. The maximum likelihood solution

is readily obtained as a function of the signal covariance [37],

∂ lnL
∂CS

=
1

2

m̃T m̃

(CS + CN)2
− Np

2(CS + CN)
= 0 .

Solving for CS we find

CS = σ2
em − CN ,

which indicates the signal variance is simply the difference between the total variance

of the map, σ2
em, and the variance of the instrumental noise (see, for instance, Figure

6.3). Furthermore, one can estimate the error on this parameter by measuring the
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width of the likelihood function around its maximum value,

σ2
CS

= −∂
2 lnL
∂C2

S

=

√
2

Np
(CS + CN) .

A more general treatment yields an approximate error on the power spectrum Cℓ, by

replacing the number of pixels Np, by the number of independent modes measured,

σ2
Cℓ

=

√
2

(2ℓ+ 1)fsky
(Cℓ +Nℓ) ,

where fsky is the fraction of sky covered, and Nℓ is the projection instrumental noise.

While this treatment is an oversimplification, it illustrates the fundamental limita-

tion to our ability to infer the underlying power spectrum from observations of our

Universe. Even a noiseless observation will suffer uncertainties due to the “cosmic

variance” limit posed by the appearance of the CS term in the second derivative of

the likelihood.

Following Knox, this procedure may be generalized to provide a rough estimate

of the experimental sensitivity to any of the cmb observables [88, 89, 14],

∆CXY

b ≃
√

1

(2ℓ+ 1) fsky ∆ℓ

[
(CXY

b +NXY

b )2 + (CXX

b +NXX

b )(CYY

b +NYY

b )
]1/2

(5.36)

where X, Y are any of T,E, or B, for bands of width ∆ℓ. Instrumental noise power

spectra may be roughly estimated given,

Nℓ = w−1 e σ2
b
ℓ(ℓ+1)

where the weighting indicates the statistical power of the survey,

w−1 ≡ 4π fsky
NET2

Ndet τ

with τ equal to the total duration of the observations with Ndet detectors. It should

be emphasized that the achieved sensitivity is always less than this crude estimate
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for a number of reasons, for example, correlated noise in the signal band, correlations

between bins resulting from the geometry of the sky coverage, and the loss of spatial

modes due to filtering, to name just a few.

In reality, neither the signal nor the noise covariance matrix are anything resem-

bling diagonal. As a result, the calculation of the complete likelihood function is

extremely costly and methods to compress the data and/or accelerate the minimal-

ization are required. One approach is to find a basis in which the signal and noise

covariance are diagonal,6 and treat only those modes which carry appreciable signal.

In addition, instead of a direct solution to the exceedingly formidable Equation 5.33,

a numerical method (usually iterative, employing a variant on the Newton-Raphson

method for finding the roots of an equation ) is used to find the maximum likelihood

solution for the signal covariance. Often, both methods are employed to speed the

process. A variant of the compression method is the Karhunen-Loève, or “signal-to-

noise eigenmode”, technique.

5.2.3 Monte Carlo methods

Our approach extends the pseudo-power spectrum approach (which was originally

proposed by Peebles in the context of clustering [133, 61]) to the analysis of linearly

polarized data. First, we briefly outline the application of the Monte Carlo method

to unpolarized data described in Hivon, et al. [66, 126] The approach is based on

the assumption that the transform of the observed partial sky, the pseudo-power

spectrum, may be expressed as the sum of a signal and a noise term,

C̃TT

ℓ =
∑

ℓ′

Mℓℓ′F
TT

ℓ′ B
2
ℓ′C

TT

ℓ′ + ÑTT

ℓ . (5.37)

Here, Cℓ is the underlying power spectrum of the full sky. The coupling kernel, Mll′ ,

accounts for the incomplete sky coverage and (if desired) the weighting scheme applied

to the data. The transfer function, Fℓ, is an approximate, symmetrized treatment of

6That is, a rotation (or series of rotations) in the pixel domain, which diagonalizes the noise and
signal covariance, assuming a fiducial signal power spectrum. The resultant eigenmodes are assumed
to not depend strongly on the details of the signal power spectrum.
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the (extremely complicated) effects of the scan strategy and the time domain filtering

on the signal. The beam window function, B2
ℓ , is the transform of the effective beam,

as shown in Figure 3.15. The noise term, Ñℓ, is the transform of the projection of the

instrumental noise on the sky.

In the spherical harmonic domain, the effect of multiplying the full sky by a

window is simply a convolution. The coupling kernel, Mℓℓ′ , is simply the normalized

power spectrum of the (heuristically weighted) mask which is applied to the full sky,

Mℓℓ′ ≡
(2ℓ′ + 1)

4π

∑

ℓ′′

(2ℓ′′ + 1)


 ℓ ℓ′ ℓ′′

0 0 0




2

Wℓ′ (5.38)

where Wℓ′ is the angular power spectrum of the mask.

The remaining two terms are determined via the analysis of ensembles of signal-

only and noise-only Monte Carlos. The form of the transfer function is obtained

by comparing the ensemble average of the signal only simulations with the input

spectra. Similarly, the average of the noise realizations provides the noise pseudo-

power spectrum, Ñℓ.

The binned power spectrum is obtained by inverting and binning Equation 5.37,

using the ensemble averaged estimate of the noise power spectrum,

Ĉb = K−1
bb′ Pb′ℓ

(
C̃ℓ − 〈Ñℓ〉

)
, (5.39)

where the binning operator, Pbℓ, simply represents an average over a specified range

of ℓ. Here, and in the remainder of the discussion, repeated indices imply their

summation. The reciprocal operator, Qbℓ, simply interpolates back to the un-binned

power spectrum, Cℓ = QbℓCb. With these definitions, the binned coupling matrix,

Kbb′ , is then easily calculated,

Kbb′ = PbℓMℓℓ′Fℓ′B
2
ℓ′Qℓ′b .

The importance of accurate noise estimation is manifest in Equation 5.39; the estimate
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of the noise is subtracted directly from the raw harmonic transform of the data (see,

for instance, Figure 5.10). Any systematic misestimate of the noise will result in a

bias of the estimate of the binned power spectrum; overestimation of the noise pulls

the power spectrum down, while underestimation biases the estimated power high.

In order to compare with theoretical models, one requires the covariance of the

binned power spectrum estimates. In one approach, a third set of signal plus noise

simulations are generated, and the covariance of the binned power spectrum estimates

is obtained via the distribution of the ensemble,

Cbb′ =
〈(
Ĉb − 〈Ĉb〉

)(
Ĉb′ − 〈Ĉb′〉

)∗〉
(5.40)

where the brackets, 〈〉, indicate averages over the Monte Carlo ensemble. As usual,

the diagonal elements of the covariance may be interpreted as an estimate of the

uncertainty on the estimator,

∆Ĉb = C
1/2
bb .

An alternative approach, which is both computationally more efficient and, in

some cases, more optimal, is an adaptation of the quadratic estimator in Equation

5.33. In principle, one can solve for the maximum likelihood band-powers by guessing

an initial solution (say, that of Equation 5.39), and iterating on the estimator and

signal covariance using the Newton-Raphson method (see Appendix C.1).

In practice, the need to invert the noise covariance matrices of large (∼ mega-

pixel) maps make this approach untenable for current data sets and contemporary

computational capabilities. The calculation becomes trivial, however, if one neglects

the off-diagonal terms. This approximation is essentially identical to that of the

previous approach, where the band power estimator is corrected for a diagonal noise

term derived from the Monte Carlo simulations. However, the quadratic estimator

does not require the generation of an ensemble of signal plus noise simulations to

recover an estimate of the covariance, resulting in a distinct speed advantage.
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Polarization spectra

The generalization of the procedure outlined above to the analysis of polarization

power spectra on the cut sky is conceptually straightforward. An additional set

of three polarized coupling matrices must be defined, through which the pseudo-

spectra of the E- and B-mode auto power spectra are found to be coupled [26]. This

geometrical leakage is unavoidable on the cut sky, or when the noise is not evenly

distributed and the data are noise weighted. A detailed description of the formalism,

and a derivation of the coupling kernel algebra, can be found in Lewis, et al. [107, 22].

In addition to Equation 5.37, the observables for linearly polarized emission on

the cut sky are,

C̃EE

ℓ =
∑

ℓ′

[+Kℓℓ′F
EE

ℓ′ C
EE

ℓ′ + −Kℓℓ′F
BB

ℓ′ C
BB

ℓ′ ]B2
ℓ′ + ÑEE

ℓ , (5.41)

C̃BB

ℓ =
∑

ℓ′

[+Kℓℓ′F
BB

ℓ′ C
BB

ℓ′ + −Kℓℓ′F
EE

ℓ′ C
EE

ℓ′ ]B2
ℓ′ + ÑBB

ℓ , (5.42)

C̃TE

ℓ =
∑

ℓ′

×Kℓℓ′F
TE

ℓ′ B
2
ℓ′C

TE

ℓ′ + ÑTE

ℓ , (5.43)

C̃TB

ℓ =
∑

ℓ′

×Kℓℓ′F
TB

ℓ′ B
2
ℓ′C

TB

ℓ′ + ÑTB

ℓ , (5.44)

C̃EB

ℓ =
∑

ℓ′

(+Kℓℓ′ − −Kℓℓ′)F
EB

ℓ′ B
2
ℓ′C

EB

ℓ′ + ÑEB

ℓ . (5.45)

As with the temperature power spectrum the kernels, ±,×Kℓℓ′ are calculated from the

sky coverage and weighting, which is applied to the whole sky, and the F XY
ℓ and NXY

ℓ

are obtained through signal and noise Monte Carlos, respectively.

5.2.4 Practical considerations

The degree of accuracy required in the treatment of the noise is evident from the

raw pseudo-power spectra obtained from B2K’s deep region, as shown in Figure 5.10.

While the TT spectrum is signal dominated out to ℓ ∼ 1000, the polarization spectra

are noise dominated at all multipoles. A great deal of care must be taken to properly

estimate the projection of the time domain noise on the sky. In order to properly
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treat the noise in the Monte Carlo simulations, we must make use of our knowledge

of the noise correlations in the time domain to produce a a set of properly correlated

noise realizations.

The noise is generated in the frequency domain, with each Fourier component

constructed from the product of the (complex) Nch×Nch noise correlation matrix P̃ik

(from Section 5.1.6) with a vector of Nch randomized phases, g:

ñ = FFT−1

(
1√
2

P̃1/2(f) g(f)

)

where P̃1/2(f) is the Cholesky decomposition (matrix square root) of the noise cor-

relation matrix in the frequency domain [146, 147]. The contributions from each

frequency add, providing a fake noise time-stream with the same statistical proper-

ties as the real data. These fake time-streams are run through the pointing model and

signal estimator, and the ÑXY
ℓ are calculated from the resultant I, Q and U maps.

The geometric coupling between the E- and B-mode polarization is evident in

equations 5.41 and 5.42. While the individual spectra are corrected for the leakage

in a self-consistent manner, the coupling represents a problem similar to that of noise

estimation. The cosmological B-mode signal, if present, is expected to be orders of

magnitude smaller than the E-mode signal. The precision of the CEE
ℓ measurement

that is required to achieve a given sensitivity to CBB
ℓ depends directly on the amount

of sky covered in the survey. For polarization measurements probing the B-mode

spectrum, the geometric leakage of E to B represents a compelling motivation to

cover as much area as possible.

The pseudo-power spectrum approach presented here results in suboptimal error

bars due to the failure to account for the complete off-diagonal structure of the full

signal and noise covariance matrix appearing in Equation 5.33. In the Monte Carlo

approach, the weighting of the temperature and polarization maps is heuristic; in

the signal dominated regime, uniform weights should be applied to the data, whereas

in the noise dominated regime the maps should be noise weighted. In the event

that the integration time or sensitivity are not uniformly distributed on the sky, it is
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Figure 5.10: The raw pseudo-power spectra derived from the B2K deep region for each
of the spectra defined in Equation 5.37 and equations 5.41 through 5.45. The quantities
displayed are C̃XX

ℓ ≡ ℓ(ℓ+1)
2π C̃XX

ℓ . The first three acoustic peaks of the temperature power-
spectrum are clearly evident in the upper left panel, as is the degree angular scale TE
correlation in the middle right. In the white noise approximation the noise power spectrum
appears as quadratic, as is evident in the noise dominated C̃EE(BB)

ℓ . Note that while the
parabolic noise contribution is present as well in the TT spectrum, the signal-to-noise ratio
is much greater than unity below multipoles of ℓ ∼ 1000. For the polarization spectra,
the noise estimation clearly must be extremely accurate to avoid introducing a bias much
greater than the signal.
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inevitable such a heuristic approach will achieve suboptimal errors over some portion

of the multipole range.

For B2K, where the noise contribution varies greatly between the shallow and

deep cmb fields, the non-optimality of the heuristic weighting represents a significant

obstacle to the analysis. Noise weighting results in an improved measurement of the

higher multipoles, while uniform weighting provides a better estimate of the larger

scale features due to the larger effective area of the mask.7 In order to address

this problem, a crosscorrelation method was developed to combine the two regions

in the frequency domain, allowing the covariance of the noise-weighted masks to

appropriately weight the two data sets over the entire range multipoles [29].

Cross correlation

The cross correlation method enjoys two distinct advantages over the traditional

Monte Carlo approach. First, and most important for B2K, it allows a nearly optimal

treatment of the (highly nonuniform) noise properties in the map. Second, the method

lessens the sensitivity of the analysis to the estimation of the noise in the time-domain

in proportion to the number of noise-independent data subsets. We briefly describe

the application to the B2K data.

The data are first divided into two subsets such that the noise per pixel within

each subset is uniform. For the B2K analysis, one subset consists of the first four

days of data, which encompass the shallow field, while the other set consists of the

remainder of the observations, which cover only the deep field. Stokes parameter

maps are generated for each of the data subsets, as are signal and noise realizations.

One of the primary benefits of the approach is the ability to calculate the covariance

matrix for the cross power spectra from the cross spectra of the masks. Since the

noise is roughly uniform within the shallow and deep fields, the cross correlation

allows nearly optimal weighting of the combined data.

7The approach taken by the WMAP team is to compute three sets of spectra using uniform,
noise weighted, and a transitionally weighted mask, and then generating a unified spectrum using
the individual spectra with the lowest errors at a given multipole.
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Due to the overlapping coverage of the two fields, the pseudo-cross power spectrum

of the two fields is well defined. We identify the two noise-independent subsets as the

s (shallow) and d (deep) fields. As in Equation 5.37, the psuedo-cross spectrum is

given by,

C̃sd
ℓ =

∑

ℓ′

Msd
ℓℓ′B

2
ℓ′F

sd
ℓ′ C

sd
ℓ′ + Ñ sd

ℓ (5.46)

where,

C̃sd
ℓ =

1

(2ℓ+ 1)

ℓ∑

m=−ℓ

asℓma
d⋆
ℓm

and similar to Equation 5.38, the coupling kernel here is calculated from cross power

spectra of the weighted masks. One expects that Ñ sd
ℓ = 0 for statistically indepen-

dent data, such as those obtained from a series of temporally distinct observations.

When there are a sufficient number of independent maps, this method is a useful

probe of the instrument’s noise properties, representing a distinct advantage over

data characterized by less redundancy.

It is often the case that a large number of channels make simultaneous observations

of a given field. Time-domain correlations of the noise between channels will generally

result in a nonzero noise cross power spectrum. These correlations must be measured

and the cross power spectrum estimated from Monte Carlo ensembles in order to

correct for the resultant noise bias. For a polarimeter which, like B2K, relies on the

combination of different detectors to determine the Stokes parameters, such channel-

based cross correlations are not practical. However, a method of modulating the

polarization signal removes this codependency, enabling the cross correlation of the

I, Q, and U maps generated from individual channels.

The power spectra we present in this work are derived from the auto- and cross-

spectra of the shallow and deep subsets, applying a uniform weight to each. As for

the auto-power spectra, the band-power estimates and errors are obtained by solving

for the (binned) least squares solution using the full correlation matrix of the auto
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and cross power spectra,

CXY,X′Y ′

bb′ =
〈(
ĈXY
b − 〈ĈXY

b 〉
)(

ĈX′Y ′

b′ − 〈ĈX′Y ′

b′ 〉
)∗〉

which is the generalization of Equation 5.40. The result is an unbiased estimate of the

power spectrum with nearly optimal errors over the entire multipole range [29, 161].
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Chapter 6

Primary Science and Discussion

“The search will continue. Not until the empirical resources are exhausted,

need we pass on to the dreamy realms of speculation.”

–Edwin Hubble, The Realm of the Nebulae, 1930.

The primary data products resulting from the B2K analysis are calibrated maps

of the Stokes I, Q, and U parameters generated from the analysis of all the chan-

nels within each of the three frequency bands. A combined analysis of the three

frequencies, including pixel-based foreground separation, is underway but has not

been completed. A preliminary set of power spectra have been estimated from the

145 GHz data in the cmb field. In the first section of this chapter, we discuss the

single frequency maps obtained from all ∼ 180 hours spent observing cmb field. The

temperature and polarization power spectra derived from these maps are discussed

in the second section. Finally, a preliminary set of galactic plane maps may be found

in Appendix A.

6.1 cmb maps

Using the approach described in Section 5.1.1, we have generated polarized maps of

the cmb which cover ∼ 2% of the sky at a 3.4′ pixelization (Figure 6.1). The central

portion of this map has an error 〈diag(C
1/2
N )〉 ≃ 25 µK, and represents the highest

signal-to-noise image of the surface of last scattering published to date (Figure 6.2).
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Figure 6.1: The cmb temperature anisotropy as observed by WMAP (left) and B2K (right).
The WMAP data are pixellized at 7′, whereas the B2K data are shown with 3.4′ pixels.
While the WMAP data cover nearly the whole sky, the signal-to-noise on the sky is quite
low on angular scales of a degree or less. In the deep field, the B2K data have signal-to-noise
in excess of 2 for features as small as 12′, and s/n ∼ 100 at the degree angular scales which
correspond to the acoustic peak. The locations of known extragalactic sources are indicated
with circles (see Table 3.5).

Although they cover the whole sky, the WMAP data have ∼ 40 times the noise per

pixel of the B2K deep field. A comparison of the WMAP W-band (90 GHz) and B2K

(145 GHz) maps is shown in Figure 6.1. The WMAP image is pixelized at 7′, whereas

the B2K image is shown at the full 3.4′ resolution. Although the low signal-to-noise

of the WMAP map makes a visual comparison difficult, the correspondence on degree

angular scales is evident.

While the signal-to-noise on the temperature anisotropies is high, at 3.4′ resolution

the signal-to-noise on the polarization is less than unity. As a consistency check,

the data are divided (temporally) into subsets with roughly equal statistical weight.

The resultant maps are then summed and differenced. A histogram of the sum and

difference maps for each of the three Stokes parameters is shown in Figure 6.3. While

the temperature detection is visibly robust, the excess power of the sum for the Q



158

and U maps is not readily evident.

We can maximize the signal-to-noise ratio by applying a Wiener filter, as described

in Equation 5.1. Figure 6.2 is a Wiener filtered map of the temperature and polar-

ization anisotropies in which we approximate the kernel with a band pass matched

to the (∼ 12′) angular scale of the E-mode polarization for a ΛCDM concordance

model. It should be emphasized that the filtered map is used as a visual aid only–no

such cosmological prior is assumed in the estimation of the power spectra.

Full resolution maps of the deep field obtained from the combined analysis of all

functional channels1 within each of the three frequencies are shown in figures 6.4, 6.5,

and 6.6. The right side of the map corresponds to a galactic latitude of approximately

b ≃ −25 degrees. The cmb, which dominates the 145 GHz image, is also apparent

in the 245 and 345 GHz maps, as is the quasar, [PKS]0537-441, which is marked at

the center right. To the author’s knowledge, these maps represent the first images of

the cmb anisotropies at frequencies above 150 GHz. While the cmb is the dominant

feature, there are several features that are consistent with thermal emission of galactic

dust. Furthermore, these patches are well correlated with the 100 µm IRAS maps.

The spectrum of the emission in these regions is not in particularly good agreement

with the model of Finkbeiner [43]. Therefore, in order to quantify the contribution of

this dust emission at 145 GHz, the dust model of [21] is used to extrapolate the 345

GHz emission to 145 GHz. This scaling suggests that the brightest dust-correlated

features have a 145 GHz brightness that is less than 10 µK, well below the level of the

sample variance and statistical uncertainty, as is consistent with the findings reported

in Ruhl,et al. [145]. Although the polarization fraction of the diffuse dust emission is

not known, it is expected to be at the ∼ 5% level, which is well below our sensitivity.

As an additional check on the foregrounds, the brightest features in the 345 GHz map

are masked out of the 145 GHz data prior to the power spectrum estimation. The

spectra are found to be insensitive to the inclusion or exclusion of these areas.

1The 345Z channel is not included, due to its nonstationary and non-Gaussian noise properties.
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Figure 6.2: A Wiener-filtered temperature map with the polarization vectors overlaid. The
kernel, which is very close to that of a 0.2◦ low-pass filter, has been applied to increase the
signal to noise relative to the full resolution image. The median length polarization vector
corresponds to (

√
Q2 + U2) = 14 µK.

Figure 6.3: The deep field data are divided (temporally) into two halves. Separate I, Q,
and U maps are generated at full (3.4′) resolution from the data subsets, and histograms
of the pixel values are generated for the sum (blue) and difference (black) maps. The high
signal-to-noise is evident in the temperature map (at left), as is the noise domination of the
Q (center) and U (right) maps.
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Figure 6.4: A full resolution map of the deep field obtained from the 145 GHz data.
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Figure 6.5: A full resolution map of the deep field obtained from the 245 GHz data.
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Figure 6.6: A full resolution map of the deep field obtained from the 345 GHz data.
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6.2 Spectra

In this section we discuss the preliminary spectra derived from the 145 GHz data,

which are obtained according to the prescription of Section 5.2. These spectra are

derived from maps which are generated using the general signal estimator of Section

5.1.4, as well as the sum and difference method of Section 5.1.5. The spectra obtained

from each method are found to be consistent with one another in the deep field.

Two full (TOD → spectra) consistency tests are performed, one of which is based

on a temporal division of the data, the other on a channel-based division. In each case,

the statistical weight of the data subsets are roughly equal. The temporal jackknife

divides the data into a first half and second half, in which the shallow and deep scans

are separately divided to provide roughly equal coverage of the sky in each subset. The

channel jackknives are defined as B145W/X and B145Y/Z, which are complementary

pairs of PSBs, in that the axis of sensitivity of the W/X (Y/Z) channels are rotated

by 45◦ with regard to one another2.

Maps are generated from both the data and the signal/noise ensembles for each

subset, and the spectra are estimated from both the sum and difference of these maps.

The results are compared with the analysis of the complete data set. In all cases,

the “summed” spectra are consistent with the spectra derived from the full data set.

However, due to the non-optimal statistical weighting of the “summed” spectra, the

errors are marginally larger than those obtained via the joint analysis of the full data

set. The spectra shown are thus those obtained using the full analysis.

The noise properties of the various channels, and therefore the time domain filter-

ing, vary slightly due to differences in the transfer functions between the channels (see

Figure 4.1). This asymmetry results in a nonzero difference spectrum even in a noise-

less observation free of systematics, when processed in the time domain according to

Equation 5.5. The same is true of the temporal test; the scan is not symmetric for

the two halves, which will result in subtle differences in the signal processing. These

effects are easily incorporated into the Monte Carlo analysis by performing the same

2Each pairing therefore provides independent measurements of both the Q and U parameters.
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consistency test on the simulations. The ensemble average of these difference spectra

are directly subtracted from the spectra obtained from the differenced data.

6.2.1 Temperature

The temperature power spectrum derived from the B2K data (Figure 6.1) is shown in

Figure 6.7. Two spectra are generated using staggered binnings (shown in blue and

red) which are highly correlated in order to show independence of the result on the

binning used. The window functions for the 〈TT 〉 spectrum are shown in Figure 6.10;

the bin-to-bin correlations are ∼ 15% in µK2. The staggered binning is shown without

error bars, in order to avoid the inference of undue statistical significance relative to

the nominal binning. The B2K 〈TT 〉 power spectrum is sample variance limited at

multipoles of ℓ . 900. The contribution of the beam uncertainty reported in Table

3.5 to the total (statistical plus sample variance) uncertainty is shown bracketing the

errorbars in Figure 6.7.

The signal-to-noise with which the temperature anisotropies are detected is evi-

dent in the spectra of the differenced data, which are shown in the lower two panels.

The first is the spectrum of the difference generated from the B145W/X and B145Y/Z

data, the second is the temporal test. While the former (with an χ2 = 20.8 for 24

degrees of freedom) passes the test, the latter clearly fails (χ2 = 73.4). The failure

of the first-half/second-half consistency test, though significant, is small compared to

the uncertainties from instrumental noise and sample variance. This failure of this

jackknife is believed to be due to atmospheric contamination as a result of the ∼ 8

km decrease in altitude between the first and second halves of the flight (see Figure

3.4).

The B2K coverage is a subset of the area observed in the 1998 flight, and therefore

the signal in the two data sets is completely correlated. While the high signal-to-noise

and the signal correlation limit the value of a joint analysis, the complete indepen-

dence of the pipelines provides an interesting check on the consistency of each of the

results. A comparison of the Boomerang98 〈TT 〉 spectrum of Ruhl, et al. [145],
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Figure 6.7: The temperature angular power spectrum, CTT
ℓ , derived from the B2K data.

The red points represent an alternate binning, and should not be interpreted as having
statistical weight beyond that of the nominally binned data, which are shown with errorbars.
The beam uncertainty is indicated by the olive ticks bracketing the bandpower estimates.
The continuous line is the WMAP best fit ΛCDM model, not the best fit to the B2K
data, as the parameter estimation has not yet been completed. The power spectra of the
consistency checks described in the text are shown in the lower two panels. The failure
of the second test, which is believed to be due to atmospheric contamination in the latter
half of the flight, is highly significant but appears at a very low amplitude. The systematic
error associated with this failure contributes negligibly to the total (sample variance plus
instrumental) uncertainty (see Table 6.1).

and the spectrum derived from the B2K data is shown in Figure 6.9. The degree of

agreement suggests a good understanding of the statistical and systematic errors for

each result.

The series of acoustic peaks is readily apparent in the power spectrum. As has

become the common practice (see, for example, [33, 145, 130]) we characterize the

location, amplitude, and significance of the features in the power spectrum in a model

dependent way through a comparison of the goodness of fit of a parabola (or Gaussian)

to each set of five contiguous bins.3 In this case, we fit a Gaussian in the vicinity of

3While the result is relatively insensitive to the number of bins that are fit, as the subsets get
larger than the characteristic size of the features in the spectrum, the reduced χ2 clearly will degrade.
Five bins is found to be the largest set that does not result in a poor goodness of fit statistic over
the full range in ℓ.
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the first peak, and parabolas to the other features.

As is well-known, the likelihoods of the band powers are not Gaussian distributed [15].

We therefore transform to the “offset log-normal” variables whose likelihood distribu-

tions are better approximated by a Gaussian [7, 16]. The transformation is a simple

one,

Zb ≡ ln(Cb + xb) ,

where the noise offsets, xb, are determined from the Nℓ from Equation 5.37. The

inverse Fisher (covariance) matrix must similarly be transformed,

(FZ)−1
bb′ =

F−1
bb′

(Cb + xb)(Cb′ + xb′)
.

In addition, the models to be fit are windowed according to Figure 6.10, namely

CXX

b ≡ I
[
W b
ℓ CXX

ℓ

]

I
[
W b
ℓ

] ,

where

I [fℓ] ≡
∑

ℓ

(ℓ+ 1
2
)

ℓ(ℓ+ 1)
fℓ .

The parabolic model,

Cmℓ = Cc(ℓ− ℓ0)
2 + C0 ,

is similarly transformed, and the three dimensional likelihoods are calculated directly

on a grid about each of the best-fit locations. The ∆χ2 contours for the curvature-

marginalized likelihoods are shown in Figure 6.11. In previously published works,

the significance of a detection has been determined by the curvature of the likelihood

at the peak of the distribution [33, 145]. However, as is evident in Figure 6.8, the

distributions are highly non-Gaussian. We therefore determine the significance of the

detections from the amplitude of the marginalized likelihood at zero curvature.

The first three peaks and three dips in the power spectrum are detected with

high confidence, whereas the fourth feature is consistent with zero curvature. For

comparison, the same analysis was applied to the Boomerang98 data from the
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Figure 6.8: The marginalized likelihoods for the curvature parameter, Cc, (at left) and the
multipole, ℓ0, (at right) of each feature in the temperature power spectrum. All three dips
in the power spectrum are detected with high confidence, whereas only the first three peaks
are detected with curvature significantly different than zero.

Ruhl, et al. release [145], as well as the binned first-year WMAP data [12]. The

results of all three analyses are compared in Table 6.2, and indicate a remarkable

degree of consistency between the three independent experiments.

The degree of concordance in temperature observations is further illustrated in

Figure 6.12, which shows a compilation of the power spectrum estimates from four

experiments that apply three very different experimental approaches, with observa-

tions probing nearly a decade in electromagnetic frequency.

The joint cosmological parameter analysis of this data set is currently underway,

but not yet complete. The B2K temperature data, rather than the polarization spec-

tra, will drive the statistical significance of the data set. In particular, the statistical

power to constrain parameters will derive from the data covering the multipole range

from 600 . ℓ . 1000, over which the B2K data represent the most precise measure-

ments to date.

The most important results from B2K, if not in terms of their power to constrain

parameters then in their ability to confirm models, are the results of the analysis of

the polarization data. We turn to this analysis in the following section.
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Consistency Tests
ℓb Cb ∆Cb (WX-YZ)/2 (1st-2nd)/2

75 2325 310 11 ± 7 11 ± 10
125 4091 418 -1 ± 6 -6 ± 7
175 5180 455 5 ± 6 -2 ± 7
225 5433 431 -13 ± 5 7 ± 7
275 5310 378 -8 ± 5 17 ± 8
325 3226 231 5 ± 7 12 ± 8
375 1845 142 -5 ± 7 2 ± 7
425 1836 134 -3 ± 8 32 ± 11
475 2142 148 7 ± 11 44 ± 14
525 2297 158 13 ± 13 23 ± 14
575 2380 163 -11 ± 14 24 ± 15
625 1769 142 12 ± 19 49 ± 20
675 1640 145 11 ± 23 11 ± 20
725 2083 175 33 ± 30 51 ± 28
775 2388 204 -10 ± 33 68 ± 36
825 1945 206 9 ± 41 143 ± 48
875 1887 220 24 ± 53 72 ± 52
925 1496 221 -18 ± 65 128 ± 66
975 851 210 -115 ± 78 -46 ± 69
1025 1032 247 -21 ± 111 106 ± 97
1075 972 287 73 ± 155 41 ± 123
1125 1105 342 -56 ± 190 -72 ± 149
1225 692 226 -113 ± 160 273 ± 134
1400 1199 463 -179 ± 451 746 ± 313

Table 6.1: The temperature power spectra and consistency test results. The ensemble
average of the spectra of the simulated difference maps has been subtracted from the spectra
derived from the data. The tests return an χ2 = 20.8(73.4) to zero for 24 degrees of
freedom, for the channel (temporal) difference power spectra. While the significance of the
first-half/second-half failure is high, the amplitude of the failure is small compared to the
combined uncertainty due to sample variance and instrumental error.
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Figure 6.9: A comparison of the spectra derived from the Boomerang98 and B2K data
sets. While the sky coverage is common, and therefore the signal is correlated, the exper-
iments and analysis are completely independent. The consistency of the spectra suggest a
good understanding of systematics and noise in both experiments.

Figure 6.10: The normalized window functions, W b
ℓ , corresponding to the band powers in

Figure 6.7 and Table 6.1.
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Figure 6.11: The cmb spectrum with the one- and two-sigma ∆χ2 contours for the fits
shown in red (blue) for the features determined to have negative (positive) curvature. The
likelihoods have been marginalized over the curvature parameter. The fourth “peak” only
marginally favors negative curvature over a flat band power, and is not considered a detec-
tion.

Features in the Temperature Power Spectrum
feature ℓB2K ∆T 2

B2K ℓB98 ∆T 2
B98 ℓWMAP ∆T 2

WMAP

Peak 1 214 +8
−9

5550 +498
−476

217 +10
−10

5551 +477
−443

222 +3
−2

5385 +147
−157

Valley 1 416 +12
−7

1730 +120
−105

411 +9
−7

1870 +136
−120

418 +5
−4

1660 +62
−62

Peak 2 534 +10
−9

2382 +100
−119

526 +17
−14

2316 +119
−121

530 +15
−8

2404 +89
−64

Valley 2 659 +10
−10

1725 +147
−137

(677) +65
−29

(1958) +200
−170

— —

Peak 3 783 +15
−20

2146 +180
−188

(766) +42
−43

(2080) +261
−227

— —

Valley 3 1033 +39
−23

911 +194
−187

— — — —

Peak 4 (1090) +44
−49

(1020) +190
−198

— — — —

Table 6.2: A comparison of the locations and amplitudes of the features in the temperature
power spectrum derived from the B2K, Boomerang98, and WMAP data sets. The values
and (1σ) errors are obtained from the marginalized likelihood distributions directly. Values
in parenthesis indicate a curvature parameter consistent with zero at 2σ level, or greater
(that is, a marginalized likelihood for the curvature parameter for which L(Cc = 0) ≥ 2σ).
Note that this analysis has been performed on the binned WMAP data, instead of on the
full data set, for better comparison with the Boomerang window functions. The full
resolution WMAP constraints on the first peak and dip locations are stronger than (but
also consistent with) those reported here. For the full resolution analysis of the first-year
WMAP data, see [130].
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Figure 6.12: A comparison of the current state of observations of the angular power spec-
trum of the cmb temperature fluctuations. The temperature power spectrum is now well-
characterized at multipoles of 2 < ℓ . 3000, although the resolution (in ℓ) of the measure-
ments beyond ℓ & 1500 are not sufficiently high to resolve any features. Remarkably, the
experiments are in good agreement with one another over the entire range of angular scale.
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Figure 6.13: The correlation between the temperature anisotropies and the E-mode polar-
ization. The correlation is seen to be out of phase with the acoustic peaks in the temper-
ature power spectrum, as expected from polarized emission due to quadrupole anisotropies
sourced by velocity gradients in the optically thin plasma present during the epoch of last
scattering.

6.2.2 Polarization

The first statistical detection of polarization in the cmb was reported by the DASI

team in 2002 [94, 102], followed by the WMAP measurement of the 〈TE〉 correlation in

the release of the first-year data [130]. Recently, the CBI and CAPMAP experiments

have published detections of an E-mode polarization in the cmb [142, 5]. Both

DASI and the CBI are interferometers operating at 20 GHz [103], while WMAP is a

coherent (HEMT-based) instrument with radiometers operating in five bands between

20 and 90 GHz [11], and CAPMAP is a 90 GHz heterodyne correlation polarimeter [4].

B2K is the first bolometric instrument to measure cmb polarization, and is the first

detection made at frequencies above 90 GHz.

The PSB receivers flown on B2K are particularly well-suited to measure the

temperature-polarization cross correlation, as it measures the polarized and unpo-

larized components of the radiation field through identical optical and filter elements.

B2K’s measurement of the 〈TE〉 power spectrum is shown in Figure 6.13, along with
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Figure 6.14: The 1,2, and 3σ likelihood contours for a scaling in amplitude and phase of a
fiducial 〈TE〉 spectrum (left) and 〈EE〉 spectrum (right).

the difference spectra. Both the channel and first-half/second-half jackknife tests

are easily passed by the polarization spectra. The failure of the temperature power

spectrum to pass the first-half/second-half test is thought to be due to atmospheric

effects. The atmosphere is expected to be almost entirely unpolarized (linearly), and

therefore is expected to impact the polarization less than the total intensity data.

B2K measures the 〈TE〉 angular power spectrum (Figure 6.13) over a wide range

of ℓ, extending the WMAP result at ℓ . 400 with modest ℓ resolution to a multi-

pole ℓ ∼ 1000. The measurement of the 〈EE〉 angular power spectrum (Figure 6.15)

extends to a multipole ℓ . 800. The Boomerang data confirm the expected phase

relationship between the polarization and temperature anisotropies, providing sup-

port, independent of the temperature anisotropies alone, for the scenario in which cmb

features are sourced by acoustic oscillations in the primordial plasma. B2K detects

no B-mode polarization (Figure 6.16), and provides an upper limit to the B-mode

amplitude of ≤ 2 µK2 over a broad band from 100 < ℓ < 600 in ℓ(ℓ+ 1)/2π CBB
ℓ .

The amplitude of the detections are consistent with the level of polarization ex-

pected in the context of the standard cosmological models, namely that of (domi-

nantly) adiabatic initial conditions for a ΛCDM concordance model [110]. The sig-

nificance of the detection can be characterized in terms of the relative likelihood of

this concordance model versus alternate possibilities, including the null hypothesis.
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Figure 6.15: The E-mode polarization power spectrum derived from the B2K data set.
The detection is consistent with the signal expected from adiabatic ΛCDM concordance
models.

We investigate this likelihood by parameterizing the 〈TE〉 and 〈EE〉 spectra pre-

dicted from the best-fit adiabatic concordance model with an amplitude and phase.

The parameterization is arbitrary–a multiplicative factor in amplitude, and a shift of

the fiducial spectrum in ℓ for the phase–and is not representative of any particular

underlying physical model. Given that the data are consistent with a concordance

model, this exercise enables a model independent statement to be made regarding the

significance of a positive detection.

The results of this analysis are shown in Figure 6.14. The one, two, and three sigma

likelihood contours are shown for the amplitude and phase of the 〈TE〉 spectrum (at

left) and the 〈EE〉 spectrum (at right). Both the cross correlation and the E-mode

spectrum are inconsistent with the null hypothesis at greater than the 5σ level. While

both the E-mode spectrum and the cross-correlation are consistent with the nominal

phase, the E-mode spectrum in particular allows a shift to lower multipoles. In

the joint analysis of the 〈TE〉 and 〈EE〉 spectra, the cross-correlation carries more

statistical weight, and dominates the likelihood.
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Figure 6.16: The B-mode polarization power spectrum derived from the B2K data set. No
power is seen in the B-mode spectrum, which is constrained by an upper limit of ∼ 2 µK
over a broad band from 100 < ℓ < 600.

The power spectra, window functions, and covariance (inverse Fischer) matrices

for all the spectra will be made publicly available in the B2K publications [84, 139,

123].

6.3 Conclusion

In addition to making a precise measurement of the unpolarized power spectrum, the

B2K experiment has measured the E-mode polarization in the cmb, confirming the

recent detections reported by the DASI and CBI teams, as well as the temperature-

polarization cross correlation reported by the WMAP team [102, 142, 130]. The

polarization power spectrum is consistent with that expected from a ΛCDM concor-

dance cosmology characterized by adiabatic initial conditions, as would be expected

from the most simple Inflationary models.

From an experimental point of view, the B2K results serve as an important proof of

concept for the second generation of cmb polarimeters, which are now being deployed

(such as QUAD and BICEP), as well as for Planck HFI, all of which are based around
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Figure 6.17: The window functions for the polarization power spectra. The bin-to-bin
correlations are at the 10% level.

receivers identical to the ones designed for, and flown on, B2K [83, 20, 87, 157, 156].

Both the experimental procedures and the analytical methods employed by B2K are

directly applicable to these experiments.

The field of cmb polarization is rapidly maturing. As can be seen in Figure 6.18,

a variety of experiments, applying widely varying experimental approaches and sus-

ceptible to different systematic effects, have produced broadly consistent detections.

The second generation of polarization experiments which are now coming on line are

likely to produce sample variance limited measurements of the temperature and po-

larization anisotropies induced by scalar fluctuations over a broad range of angular

scales. However, it is likely that an experiment with sufficient sensitivity and sky

coverage to make a definitive measurement of the B-mode signal is still a number of

years away. The imprint of primordial gravitational waves on the microwave back-

ground provides a direct probe of Inflation. As such, a measurement of this tensorial

component represents one of the most important goals for fundamental physics in the

decade to come.
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Figure 6.18: A compilation of the most recent measurements of the temperature and polar-
ization power spectra of the cmb, including B2K, CBI [142], WMAP [130], DASI [102], and
CAPMAP [5]. The observational field has progressed quickly, particularly in polarization,
with the spectra becoming well-characterized less than three years after the first reported
detection. The results shown here are derived from data obtained with orbital (WMAP),
terrestrial (CBI,DASI,CAPMAP) and balloon-borne instruments (B2K) using coherent in-
terferometric receivers (CBI, DASI), and both coherent (WMAP,CAPMAP) and bolometric
(B2K) single dish telescopes. The experiments span more than a decade in electromagnetic
frequency.
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Appendix A

Galactic Plane Maps

The following are the total intensity maps of the galactic plane derived from the

B2K observations. The polarization maps that follow are generated at a degraded

resolution and spatially low-pass filtered, in order to mitigate persistent pointing

errors that remain in the galactic data. For these images, the scale of the polarization

vectors are such that the median length vector corresponds to a polarized brightness
√
Q2 + U2 ≃ 14µKCMB, or 5.4, 6.5, and 4.5 ·10−3 MJy/sr, at 145, 245 and 345 GHz,

respectively. While work is under way to correct these errors, a considerable amount

of work remains to be done. Nevertheless, these images give the general impression

of the quality of the galactic data obtained by B2K.
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Figure A.1: The 145 GHz B2K data.



203

Figure A.2: The 245 GHz B2K data.
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Figure A.3: The 345 GHz B2K data.
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Figure A.4: The IRAS 100µm data.
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Figure A.5: The 145 GHz B2K data.



207

Figure A.6: The 245 GHz B2K data.
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Figure A.7: The 345 GHz B2K data.



209

Appendix B

Numerical Modeling of Bolometric
Receivers

B.1 Bolometers 101

The performance of a bolometric detector can be understood analytically based on

the detailed balance between the total power dissipated in the device and the thermal

conductance to the temperature bath. This can be expressed by the power balance

equation for equilibrium,

Pele +Q =

∫ T

Tbase

G(T )dT , (B.1)

where Pele represents the electrical power dissipated in the device and, for the purposes

of astrophysical instrumentation, Q is the optical power on the bolometer, and G(T )

is the thermal conductance to the temperature bath.

For a simple system described by a single thermal conductance to a tempera-

ture bath and a heat capacity C(T ), the differential relationship between power and

temperature fluctuations is determined by

δPele + δQ = G(T )δT + C(T ) ˙δT (B.2)
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R_L
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V_bias +
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V_sig +

V_sig −

Figure B.1: A typical NTDGe bolometer readout circuit. The circuit is usually AC
biased, with the bolometer held at a virtual ground. The impedance transformers
(usually JFETs) must be maintained at a temperature above freeze-out (usually ∼
100K), where the voltage noise is minimized. The signals are then sent to a warm
synchronous demodulation circuit.

B.1.1 Semiconductor bolometers

For the circuit shown in Figure B.1, equations B.1 and B.2, together with parametric

models of the thermistor resistance and the thermal conductance to the bath allow

one to numerically determine all aspects of the receiver performance.

In particular, if we assume the following functional forms for the temperature

dependence of the thermistor resistance, thermal conductance, and heat capaci-

ties [178, 68],1

R(T ) = R0e

“√
∆
T
−

λ(T )
L

eV
kT

”

(B.3)

G(T ) = G1

(
T

T0

)
+G2

(
T

T0

)3

≃ G0

(
T

T0

)β
(B.4)

and

C(T ) = C1

(
T

T0

)
+ C2

(
T

T0

)3

, (B.5)

then Equation B.1 can be solved to provide the bolometer properties (such as signal

voltage, bolometer impedance, thermal conductance, responsivity, time constants,

1Here, and in what follows, I use the terms “conductance” and “conductivity” loosely and usually
interchangeably. Here, it has units [Watts/Kelvin] rather than [Watts/meter·Kelvin].
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etc.), parameterized by the set {R0, ∆, Tbase, Q, RL, G0, β, Ci, λ} as a function of

bias voltage.

The linear and cubic terms in equations B.4 and B.5 arise from the electrical and

lattice contributions of the system, respectively. It is standard practice to approxi-

mate the behavior in both cases by a power law index, 1 ≥ β ≤ 3, as in Equation

B.4. However, it should be understood that this approximation remains valid only

over a limited range of temperature.

The amplitude second term in the argument of the exponential of Equation B.3,

the electric field effect, depends crucially on the temperature and the properties of

the thermistor employed [67]. The parameter λ(T ) is related to the mean free path

for scattering of electrons, and is generally temperature dependent. L is the physical

length of the chip. For NTDGe chips at 300 mK, this term is rarely important as the

voltage levels are small and the chips are relatively large[178].

Equation B.2 can be used to derive the voltage responsivity [V/W ] of the receiver

as follows. The electrical power dissipated in the device is

Pele ≡ I2
biasR =

V 2
b

(RL +R)2
R

giving, for small variations in power,

δPele = δR
V 2
b

(RL +R)2
·
(

1 − 2R

(RL +R)

)
.

We would like to express δPele in terms of the temperature fluctuation, so we use the

functional form for R(T ) given above to find,

δR = −δT R

2T

√
∆

T
.

Therefore, the temperature fluctuation resulting from a variation in optical power
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is determined by the equation,

δQ =

[
G(T ) +

R

2T

√
∆

T

V 2
b

(RL +R)2
·
(

1 − 2R

(RL +R)

)]
δT + C(T ) ˙δT (B.6)

For a sinusoidal fluctuation in optical power at a frequency ω = 2πf , the temper-

ature response must also be a phase offset sinusoidal δT (t) ∝ ei[wt+φ(C)], where the

constant of proportionality is determined by equation B.6. Explicitly, the constant

of proportionality for a given Fourier component of the temperature fluctuation is

simply,

δ̃Q =

([
G(T ) +

R

2T

√
∆

T

V 2
b

(RL +R)2
·
(

1 − 2R

(RL +R)

)]
+ iωC(T )

)
δ̃T . (B.7)

One can define the effective thermal conductance by the system’s response to a sinu-

soidal optical signal. In this case it is useful to define Geff to be the physical thermal

conductance plus the effect of electrothermal feedback,

Geff ≡ G(T ) +
R

2T

√
∆

T

V 2
b

(RL +R)2
·
(

1 − 2R

(RL +R)

)

Geff = G(T ) + α · I2
bias

∣∣∣∣
∂R

∂T

∣∣∣∣ (B.8)

where

α ≡
(

1 − 2R

(RL +R)

)
. (B.9)

The effective thermal conductance describes the (complex) amplitude of the thermal

response to the optical signal

δ̃T =
δ̃Q

Geff + iωC
. (B.10)

It is important to note the effect of the term resulting from a variation in the electrical

power dissipation in equation B.8. This electrothermal feedback mechanism serves

to increase the device’s speed of response to optical power variations over and above
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that which you would expect for a given thermal conductance and fixed-impedance

load. So long as |dR
dT
| is appreciable and the device is fairly well current biased, the

electrothermal feedback term is comparable in magnitude to the value of G(T ). Note,

however, that when R = RL, the electrothermal feedback term vanishes. When the

bolometer impedance exceeds that of the load resistor the sign of the electrothermal

feedback reverses, resulting in a further degradation in thermal relaxation time.

The rms voltage response to the optical excitation is the responsivity, S(ω), of

the bolometer

S(ω) ≡ 〈δVs(t)
δQ(t)

〉 =

√(
δVs(ω)

δQ(ω)

)(
δVs(ω)

δQ(ω)

)∗

.

We can use Equation B.10 together with the expression for signal voltage,

Vs = R
Vb

RL +R
(B.11)

and variations in signal for small changes in bolometer impedance,

δVs = δR
Vb

RL +R
·
(

1 − R

RL +R

)

to relate temperature fluctuations to signal fluctuations

δVs = −δT R

2T

√
∆

T

Vb
(RL +R)

·
(

1 − R

RL +R

)

and therefore the responsivity.

S(ω) = − 1√
1 + (ωτ)2

1

Geff

R

2T

√
∆

T

Vb
(RL +R)

·
(

1 − R

RL +R

)
(B.12)

where we have used τ ≡ C(T )
Geff

.

In many cases it is convenient to be able to produce signal voltages, bolometer

impedances, or other measurable parameters given a set of bolometer parameters.

For example, when performing likelihood analysis of bolometer data in order to ob-

tain estimates of the device parameters, a rapid method of generating load curves is
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necessary. This is accomplished by integrating equation B.1,

Pele +Q =
G0T0

(β + 1)

[(
T

T0

)β+1

−
(
Tbase

T0

)β+1
]

(B.13)

and expanding Pele in terms of the desired parameter, taking T as the independent

variable. This equation can then be calculated numerically for a set of parameter

values. For example, a model load curve can be efficiently generated by producing a

vector of bolometer temperatures T:

Vs =

√√√√R0e
√

∆
T

(
G0T0

(β + 1)

[(
T

T0

)β+1

−
(
Tbase

T0

)β+1
]
−Q

)
(B.14)

and the corresponding bias points are obtained by inverting equation B.11. It then

remains only to interpolate the model values to the exact bias points of the measure-

ment.

B.1.2 TES bolometers

While not yet in widespread use for far-infrared detection, transition-edge supercon-

ducting (TES) devices are the clear successor to semiconductor bolometers due to

their ease of manufacture, ease of multiplexing, low heat capacity, and wide dynamic

range. These benefits come at the cost of relatively poor 1/f stability, more difficult

operational requirements, and prohibitively large power requirements for the warm

electronics.

TES devices are simply thermistors, so an analysis similar to the one above may

be applied with minimal modification. A typical TES readout circuit is shown in

Figure B.2. While equations B.1 and B.2 still apply, the temperature dependence of

a superconductor operating near its transition temperature has a functional form that

differs greatly from that of a semiconductor bolometer. A TES thermistor typically

consists of a Ti bilayer evaporated onto a Si3N4 substrate. By varying the relative

thickness of the layers, it is possible to tune the transition temperature, Tc, with fairly
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R_L

V_bias +

R_bolo

R_p

R_k

SQUIDI_s

Figure B.2: A typical TES readout circuit with a SQUID current amplifier. Typical
component values are, for the load resistor RL ∼ 2 kΩ, the parallel impedance Rp ∼ 16 mΩ,
the TES impedance range 0 ≥ Rb . 10 Ω, and a contact resistance Rk ∼ 0.5 Ω.

Figure B.3: A comparison of the resistance versus temperature for a typical semiconductor
and TES bolometer. The much steeper d log R/d log T of the TES bolometer is what makes
the electrothermal feedback qualitatively different from a NTDGe thermistor.

high accuracy [166, 101]. As illustrated in Figure B.3, the TES transitions from a

superconductor to a normal metal over a very narrow, ∼ 10 mK, temperature range.

The temperature dependence of a TES is much more steep, and has the opposite

sign from that of an NTDGe thermistor. Therefore, a TES device requires a much

different bias/readout circuit than that of a semiconductor bolometer.

R(T ) = R0

(
1 − e−x

n)
(B.15)
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where x ≡ T/Tc.

δR = δT R0 e
−xn nxn−1

Tc
(B.16)

and

REQ = RL +
(
R−1
p + (Z̃s)

−1
)−1

.

In the interest of simplicity the complex impedance of the TES and SQUID, Z̃s, is

taken to be purely real. We do consider a boundary resistance, so we take Z̃s ≃
R(T ) +Rk.

REQ = RL +
(
R−1
p + (R+Rk)

−1
)−1

.

The current detected by the SQUID is therefore,

Is =
Vb

(R+Rk)

(
1 − RL

REQ

)
.

It is convenient to introduce the parameter

γ ≡ (1 − RL/REQ).

The relationship between SQUID current and film resistance is

δIs =
Vb

(R+Rk)

[
δREQ

RL

R2
EQ

− δR

(R+Rk)
γ

]

= − δR

(R+Rk)
Is

(
1 − RL

(R+Rk)
γ

)
, (B.17)

where we have used

δREQ = δR

(
REQ − RL

R+Rk

)2

and

Is =
Vb

(R+Rk)
γ.
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Figure B.4: The behavior of a typical TES bolometer with temperature. Solid line is the
ratio of Geff/G(T ), often referred to as loop gain, L, in the TES literature. This quantity
is between 1.5 and 2 for an NTDGe system. Dashed line is the SQUID current, in µA,
dotted line is the TES resistance, in Ω.

From Equation B.2 we have,

δQ̃(ω) + δP̃ele(ω) = ( G(T ) + iωC(T ) ) δT̃ (ω)

= ( G(T ) + iωC(T ) )
∂R

∂Is

∂T

∂R
δĨs(ω). (B.18)

Dropping the explicit frequency dependence, we can write the relationship between

variations in optical power and TES current,

δQ =

(
G(T ) − 2Is(R +Rk)

∂Is
∂R

∂R

∂T
− I2

s

∂R

∂T
+ iωC(T )

)
∂R

∂Is

∂T

∂R
δIs . (B.19)

Comparison with the semiconductor bolometers is simplified by using Equation

B.17 to rearrange the frequency independent terms inside the parenthesis in Equation

B.19,

Geff ≡ G(T ) − I2
s

∂R

∂T
+ 2I2

s

∂R

∂T

(
1 − RL

(R+Rk)
γ

)

= G(T ) + α · I2
s

∂R

∂T
(B.20)



218

where

α ≡
(

2

[
1 − RL

(R+Rk)
γ

]
− 1

)
. (B.21)

Under normal operating conditions, a TES will have α ∼ 0.95, whereas for an NTDGe

bolometer Equation B.9 gives α ∼ 0.75.

The current responsivity of a TES sensor to an optical signal takes the familiar

form

|S(ω)| ≡
∣∣∣∣
∂Is
∂Q

∣∣∣∣ =
1√

1 + (ωτ)2

1

Geff

∂R

∂T

∣∣∣∣
∂Is
∂R

∣∣∣∣ . (B.22)

In the TES literature, the quantity Geff/G(T ) is often referred to as the loop gain,

L [101, 166], and has a peak value of > 20 for a typical TES, as shown in Figure B.4.

Recall that this ratio monotonically increases with bias for an NTDGe bolometer,

Equation B.8, but only approaches a value of ∼ 2 when heavily biased.2 The much

stronger electrothermal feedback, coupled with the relatively small heat capacity of

the TES compared to an NTDGe chip, is the origin of the high bandwidth of TES

detectors.

As in the previous discussion regarding NTDGe bolometers, given a set of system

parameters, {R0,n,Tc,RL,Rp,Rk,Q}, one may take the TES temperature, T , as the

independent variable. All other observable properties of the system (e.g.Is, R, Vb)

may be derived from Equation B.13. One may then use the above equations to

numerically solve for the dynamic properties of the system, such as the loop gain,

Geff/G, or the current responsivity, S(ω) (Equation B.22), and therefore the noise

equivalent power (NEP) without resorting to any approximations. Alternatively, the

parametric dependence of the observed TES properties on the system parameters

enables one to calculate the full likelihood of some or all of the parameters.

2It is often stated (without justification) that the responsivity of a TES is simply the inverse of
bias voltage. This is neither obvious nor, strictly speaking, correct. It is true, however, that the
responsivity is very close to the inverse of the voltage across the TES, over a limited range of TES
temperature.
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B.2 Bolometer parameter estimation

Given the analytic expressions derived in Section B.1, one can attempt to deduce

bolometer parameters directly from measurements of load curves and optical time

constants. Parameter fitting from load curves is straightforward, and can be very

useful for a general determination of bolometer properties and loading conditions.

One must use caution, however, as the model parameters are highly degenerate,

and accurate determinations of the parameters requires a careful treatment of their

covariance. Many of the degeneracies may be alleviated by simultaneous fitting of

data taken at different base temperatures and/or under controlled optical loading

conditions. An example of a major degeneracy in NTDGe systems is illustrated in

Figure B.5.

It is often helpful to constrain one or more of the parameters prior to fitting the

model to the load curve data. For example, the NTDGe parameters, R0 and ∆, are

easily determined from controlled measurements of the bolometer impedance as a

function of base temperature, R(T ), in an environment with an optical background

sufficiently low that the temperature gradient from the bath to the bolometer is negli-

gible. Given a measurement of R(T ), the functional form of the thermal conductivity

may be obtained by differentiating Equation B.1 with respect to the bolometer tem-

perature. This quantity is independent of the optical background, Q, and allows a

simple fit for the parameters of interest,

log

(
∂Pele
∂Tbolo

)
= logG0 + β log

(
Tbolo
T0

)
.

The slope gives the effective spectral index, β, while the offset provides the nominal

thermal conductance G0. This method is very robust to systematic uncertainties in

the optical load and base temperature.

Given measurements of the various bolometer parameters described above, load

curve fitting can be a very useful method of estimating optical loading. Such a deter-

mination of the optical power can be used to calculate optical efficiencies as well as an
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Figure B.5: An illustration of one of the primary parameter degeneracies entering the
analysis of NTDGe bolometer load curves. A few percent variation in bath temperature is
degenerate with a ∼ 20% variation in the optical background. This (and other) parameter
degeneracies make accurate parameter determination difficult.

estimate of the parasitic loading originating from thermal emission within the cryostat

or optical chain. That said, a more robust measure of the optical efficiency may be ob-

tained by taking load curves with temperature controlled loads filling the throughput

of the detector. At a given bolometer impedance, the difference in electrical power

dissipation between two or more load temperatures determines the difference in the

optical power between the two loads. This allows an accurate measurement of the

optical efficiency of the system, which is completely independent of any other system

parameters.

The only remaining parameter needed to fully describe the bolometer is the heat

capacity of the device. This is trivially accomplished by measuring the optical transfer

function of the detector under various loading conditions and base temperatures with

a high bandwidth readout, as in the left panel of Figure 2.15.
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B.3 Noise in bolometric receivers

Given the receiver parameters and an accurate model of the optical loading in a

bolometric system, one can accurately calculate the receiver sensitivity. The ability

to quickly and accurately probe the impact of loading and various receiver parameters

on sensitivity is an invaluable tool for the instrument designer. Not only is one able to

use such a tool to optimize design parameters, but one may also quantify and control

the exposure to risk arising from variations in optical loading, system temperature,

and detector properties.

Noise in bolometric receivers originates from several independent sources. An

accurate treatment of the noise must include the effects of the amplifiers, the de-

tector, and that due to the intrinsic fluctuations of the optical background. These

noise sources are, to a good approximation, independent processes. As such, their

contributions to the NEP add in quadrature,

NEP2
total = NEP2

photon + NEP2
Johnson + NEP2

phonon + NEP2
readout.

The derivation of the detector responsivity from the previous section provides a para-

metric representation of the responsivity, S, allowing the conversion of voltage or

current fluctuations to equivalent incident power fluctuations. In what follows, we

summarize the salient aspects of each of these noise contributions.

Photon noise

A fundamental limitation to the sensitivity of any receiver (band-gap, coherent, or

bolometric) derives from the intrinsic temporal fluctuations in the optical, often ther-

mal, background radiation. The noise properties of thermal background radiation,

or photon noise, differ greatly between radio, submillimeter, infrared, and optical in-

strumentation due to their vastly different operational regimes of photon occupation

number. Photons satisfy Bose-Einstein statistics, and therefore the occupation of a
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mode of frequency ν is

n(ν, T ) =
1

ehν/kT − 1
(B.23)

for a thermal background of temperature, T .

The ratio k/h = 20.8 [GHz/K] sets, for a given background temperature, the fre-

quency for which average occupancy is above or below unity. At radio wavelengths

astronomical instruments typically enjoy background levels of order 10 K, with the

minimum background limited by the cmb monopole at 2.728 K. At higher frequen-

cies, atmospheric loading and thermal emission from the instrument tend to dominate

the background, and are typically ∼ 30− 100 K for terrestrial telescopes. Therefore,

instruments operating at frequencies above ∼ 100 GHz have occupation numbers of

order unity, while receivers at lower frequencies tend to have very large occupation

numbers, n ≃ kT/hν. In the low n regime, photons can be thought of as arriving

at the detector sporadically. The photon noise in high frequency (& 100 GHz) in-

struments with low backgrounds can therefore be expected to largely satisfy Poisson

statistics, where one expects fluctuations on the mean to scale roughly as
√
N .

Hanbury Brown and Twiss were the first to complete a rigorous analysis of noise

correlations in photons [56, 56, 57, 58, 59]. The topic has been continually revisited

in the fifty years since the first published work, and is still relatively un-advertised

among many instrumentalists and observers alike. Therefore, we go through the

analysis in detail.

Following Zmuidzinas, we can write the covariance matrix describing detector

outputs in all generality [180],

σ2
ij =

1

τ

∫
dνBij (Bji + δij) (B.24)

where we define the power coupling matrix,

Bij ≡ hν
∑

k

SikS
∗
jknk + Cij (B.25)
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and the internal noise term,

Cij ≡ (I − S S†)ij
hν

2

ex + 1

ex − 1
. (B.26)

Here, Sij is the standard scattering matrix, which couples an output amplitude to

the inputs at each port of a network, as in Figure B.6. It is defined by ai =
∑

j Sijbj .

In Equation B.26, x ≡ hν/kTS, where TS is the thermodynamic temperature of the

system S, and the nk in Equation B.25 are the occupation numbers of the modes

at port k. We take ports 0 and 1 to label the two input polarization states, and let

ports 2 and 3 label the two bolometers in a PSB pair. For simplicity, we assume that

n2 = n3 = 0 (i.e., the detectors are extremely cold with respect to the background),

and that the input populations n0 = n1 = n(ν, Tload) imply no net polarization in the

background.

The internal noise term, Cij arises as a result of losses in the system. Any mech-

anism causing loss implies a thermal noise contribution, ci, to the outgoing signals

ai = ΣjSijbj + ci

which depends on the temperature of the lossy component.

In an ideal lossless network, the system’s thermal noise term will vanish since S is

unitary, (I−S S†)ij = 0. In this case, the only nonzero terms in the scattering matrix

are S20 = S31 = 1. Since the only nonzero populations are n0,1 = n, the covariance

matrix contains only terms with B20 = B31 = n · hν. Under this assumption the

detectors’ noise is uncorrelated, and the autocorrelations satisfy

σ2
ii =

(hν)2

τ

∫
dνn(n + 1). (B.27)

Therefore the 1σ uncertainty in the incident power due to intrinsic background fluc-

tuations is

σphoton =
hν

η

√
∆ν

τ

√
ηn(ηn+ 1) . (B.28)
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Note that in the above we have explicitly included the optical efficiency, η ≡ |S20|2 =

|S31|2. This result differs from the familiar Dicke radiometer equation describing

coherent receivers,

σphoton =
hν

η

√
∆ν

τ
(ηn+ 1). (B.29)

While Equation B.29 is the limiting form of Equation B.28 for large occupation num-

ber n, it is instructive to derive Equation B.29 from Equation B.24.

Example 1: The Dicke radiometer equation

The scattering matrix for an idealized coherent receiver with perfect isolation contains

a single nonzero term, |S10|2 = G, where G is the gain of the system. An amplifier

can be thought of as a population characterized by an inverted distribution of energy

levels, such as that found in a maser or laser. Such systems are conveniently described

in terms of a negative temperature. As T → −0, the sign of the Cij from Equation

B.26 is reversed. The only nonzero element of C is C11 = G − 1, and therefore

B11 = Gn+G− 1. Application of Equation B.24 gives

σ2
11 =

(hν)2

τ

∫
dν G2

[
n + 1 − (G)−1

]
[n+ 1]

= ∆ν
(hν)2

τ
G2

[
(n+ 1)2 − (n+ 1)

G

]
.

In the limit that G is significantly larger than unity, the second term becomes negli-

gible. Referencing the noise to the input, we recover the (lossless) Dicke radiometer

equation, Equation B.29,

σ11 = hν

√
∆ν

τ
(n+ 1).

Example 2: Polarization sensitive bolometers

A dual polarized, single-moded receiver (coherent or bolometric) is completely de-

scribed by a four port network. Polarization sensitive bolometers and coherent re-

ceivers using orthogonal mode transducers (OMTs) are two examples of such systems.

We now derive the photon noise properties of a PSB pair.
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Figure B.6: The scattering matrix of a four port network. A polarization sensitive
bolometer can be modeled by such a network.

The action of the network, S, is that of an imperfect polarized beam splitter,

with two inputs and two detectors. The PSBs (two of the four ports, labeled say,

as numbers 2 and 3) are assumed to be at cryogenic temperatures, and therefore

contribute negligibly to the photon occupation number. Therefore, the entries in the

scattering matrix relevant to the observed photon noise are limited to the lower left

quadrant, namely S20 = γ, S31 = γ′, S21 = δ, and S30 = δ′. Here the parameters γ and

δ describe the efficiency of transmission of the copolar amplitude and the crosspolar

amplitude, respectively, and in practice γ >> δ.

Only the lower right quadrant of SS† is nonzero,

(SS†)22 = γ2 + δδ′ (SS†)23 = δ (γ + γ′)

(SS†)32 = δ′ (γ + γ′) (SS†)33 = γ′2 + δδ′

The power coupling terms, Bij , of interest are given by

B22 =
(
|S20|2 n0 + |S21|2 n1

)
hν + C22

=
(
γ2 n0 + δ2 n1 + [1 − (γ2 + δδ′)] nc

)
hν

B23 = (S20S30 n0 + S21S31 n1) hν + C22

= (γδ′ n0 + γ′δ n1 − δ (γ + γ′) nc) hν
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where we have written the thermal contribution of the network

nc ≡
1

2

ex + 1

ex − 1
.

In the case of PSBs, the source of the modal coupling are the detectors themselves

and/or the optics. In the case of the detectors, they are extremely cold compared to

the background. For Boomerang, the reimaging optics and filters are also cooled,

and have low emissivity. Therefore, we assume the thermal noise contribution of the

network, nc, is very small compared to the background populations, ni. Furthermore,

we assume that the background is isotropic, i.e., n0 = n1 = n. The covariance of the

photon noise is then fully described by

σ2
ii = (hν)2 ∆ν

τ

[
(γ2 + δ2)2 n2 + (γ2 + δ2) n

]
(B.30)

σ2
ij = (hν)2 ∆ν

τ

[
(2γδ)2 n2

]
. (B.31)

The autocorrelation, Equation B.30, contains terms proportional to both n2 and n.

The former is commonly referred to as the Bose contribution, or as a “photon bunch-

ing” term. Equation B.31 shows that correlations between devices are proportional

only to the Bose contribution, implying that PSBs operating under higher background

loading conditions will exhibit a higher proportion of correlated noise than the same

instrument operating in a lower background. For an idealized system, in which the

polarization leakage δ is zero, the covariance between detectors vanishes since the two

linear polarization states are statistically independent of one another.

In practice, we estimate the total optical background power, Q, arising from the

CMB, atmosphere, the telescope, and emission from within the cryostat. For sim-

plicity, this optical background is treated as having originated from a single thermal

source at an effective temperature TRJ = Q/ηkB∆ν. The noise equivalent power from

the background fluctuations is then given by Equation B.30,

NEP2
photon ≃ 2hν Q (1 + η n(TRJ )) . (B.32)
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Figure B.7: The NTDGe receiver model, applied to B2K’s three bands, as used to determine
Table 3.4. The model accurately predicts the NEP and responsivity to ∼ 10%, consistent
with the uncertainties on the loading and bolometer parameters.

This is, of course, only approximate as we do not treat the background sources inde-

pendently. It is often the case, however, that a single thermal source contributes the

majority of the background optical power.

Johnson, phonon, and amplifier noise

A detailed discussion of the proper treatment of Johnson, phonon, and amplifier noise

may be found in the literature, particularly in original 1953 work of Jones [82]. The

same material is covered in the baffling prose of Mather[114]. We leave the deriva-

tion of the results to those references, and here only briefly summarize the various

contributions, providing convenient expressions for each. Here, we consider the NT-

DGe bolometers, such as those used by Boomerang, for which the responsivity, |S|
(Equation B.12), has units of [V/W ]. The expressions are easily extended to the TES

circuit by converting voltage fluctuations to current fluctuations using Equation B.22.
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Figure B.8: The same as Figure B.7, but applied to a TES circuit. Note in particular the
upper right panel, which shows the optical loading margin. The dynamic range of the TES
is very high, but when driven above the transition temperature the device simply turns off.
Variations in the background level can be offset to some degree by changing the electrical
power dissipation, which is shown in the upper right.

Johnson noise is the one dimensional analog to thermal blackbody radiation. Ther-

modynamic arguments lead to the standard expression for the voltage noise of a circuit

element, |vn|2 = 4kBTR. The presence of the load resistors and the dynamic thermal

conductance modifies the contribution to the detector NEP,

NEP2
johnson =

4kBTR

|S|2
G(T )

Geff

RL

R+RL

. (B.33)

Note that in the limit that RL >> R and G(T ) → ∞, we recover the result for a

normal resistor. At low frequencies, the thermal feedback of the bolometer reduces

the effective noise power relative to a resistor at the same temperature. At frequencies

above the bolometer’s thermal time constant, one can show that the Johnson voltage

noise approaches that of a standard resistor as well [82].
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The readout circuit contributes both voltage and current noise from the amplifier

and from the load resistors, which act as a current noise source for the bolometer,

NEP2
amp =

1

|S|2

(
v2
n + (i2n + 4kBTL/RL)

[
ZRL

Z +RL

]2
)

(B.34)

where we have used Z ≡ ∂Vs/∂Ibias, and TL is the temperature of the load resistor.

Finally, thermal lattice fluctuations contribute to the noise power at the bolome-

ter. The thermal noise power from a differential element with thermal conductance,

G, at a temperature, T , is simply 4kBTG. For a bolometer, the temperature depen-

dence of the thermal conductance results in thermal phonon noise determined by an

effective temperature, which is the conductance weighted average over the tempera-

ture gradient:

NEP2
phonon = 4 kB G(T )

∫
T ′ G(T ′) dT ′

∫
G(T ′) dT ′

(B.35)

where the integral runs from the bath temperature to the equilibrium temperature of

the bolometer, as determined by Equation B.1.
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Appendix C

Numerical Procedures

C.1 The Newton-Raphson method

The Newton-Raphson method is so widely used in analysis that it merits a brief

discussion. The Newton-Raphson algorithm is an elegant method of finding the roots

of nonlinear equations with finite first derivatives. Consider the one-dimensional case,

where one desires to find the roots of the (generally nonlinear) equation f(x) = 0.

One can Taylor expand f about a trial solution, x0, keeping only the linear terms,

f(x0 + δx) ≃ f(x0) + δx
∂f

∂x x0

.

If we assume that the step δx brings us to the solution, f(x0 + δx) = 0, we can solve

for our improved estimate,

xi = x0 −
f(x0)

∂f/∂x|x0

.

In the limit that f(x) is linear in x, the first iteration gives us an exact solution.

This algorithm can be trivially extended to multiple dimensions. Given a function,

F (~λ), where the N values {λi} are the free parameters (Cℓs, for instance), suppose

one would like to minimize F with respect to the λi. The desired values ~λ must

provide the roots of the partial derivatives of F ,

f ′ ≡
{
∂F

∂λi

}
= 0.
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The Taylor expansion of the functions f ′ provide N equations of the form

∂F ( ~λ0 + δ~λ)

∂λi
≃ ∂F ( ~λ0)

∂λi
+

N∑

j

δλj
∂2F ( ~λ0)

∂λi∂λj
.

This linear system of equations may be written

f ′( ~λ0 + δ~λ) ≃ f ′(~λ0) + H(F )|λ0 · δ~λ ,

where the matrix of partial derivatives, H, is the Hessian of F in the parameters

{λi}. Assuming the function F is sufficiently well-behaved, we can iteratively recover

estimates of the parameters by inverting the Hessian,

~λi+1 = ~λi − H−1(F )|~λi
· f ′(~λi). (C.1)

In the literature, the matrix of second derivatives is occasionally referred to as the

Jacobian of the vector f ′. Truth be told, the terminology gets even more muddled.

Recall that for the purposes of cmb analysis, the likelihood function F depends on

the estimate of the sky signal m̃. Rather than rely on these estimates, one typically

replaces the product 〈m̃m̃T 〉 appearing in the matrix H with their ensemble average.

If the estimator m̃ is unbiased, this is just the signal covariance matrix. It turns out

that this significantly simplifies the algebra. This is effectively taking the ensemble

average of the matrix H over many realizations of the signal and noise, which, in

statistical parlance, is referred to as the Fisher matrix.

The Newton-Raphson algorithm is an extremely efficient method of finding the

maximum of the likelihood. Computationally, it requires the inversion of the Fisher

matrix, whose size is determined by the number of independent band powers going

into the analysis. Even for an analysis of the full sky, the number of independent

band powers number less than a few thousand.

While extremely efficient, the Newton-Raphson algorithm converges to the nearest

local minimum, and one should check that the solution is a global minimum of the
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function. A standard approach is to require that the scalar product (f ′ · f ′) decrease

from the previous iteration before accepting a given step, δ~λ. It is often the case that

a root finding algorithm employs a convergence parameter, 0 < α ≤ 1, as a prefactor

to δ~λ. This takes advantage of the fact that H−1 may indicate the optimal direction

to follow in parameter space, even if it overestimates the optimal step size.

C.2 The Jacobi method

The Jacobi method is a robust numerical method of solving a set of linear equations,

Ax = b, for which the matrix A is (or can be arranged to be) diagonally dominant.

The great strength of this method is that, subject to this requirement, it is guaranteed

to converge, although it may do so relatively slowly. The procedure is straightforward.

One may estimate a new solution without inverting the matrix A simply by solving

for each component, xk+1
i , given an estimate of the values {xki },

xk+1
i = A−1

ii

(
bi −

∑

j 6=i

Aijx
k
j

)
.

It is often convenient, and advantageous from a numerical point of view, to write

the above in terms of a correction to the previous iteration,

xk+1
i = xki + δxk+1

i

where

δxk+1
i ≡ η A−1

ii

(
bi −

∑

j

Aijx
k
j

)
. (C.2)

Here we have inserted a convergence parameter η . 1, which may be tuned to aid

the convergence of the algorithm. In the limit that A is diagonal, the optimal value

is η = 1. Generally speaking, the larger the off-diagonal terms become, the lower the

optimal value of η. Clearly the diagonals of A must not be near zero. Furthermore,

as can be seen from Equation C.2, the solution will diverge if the absolute value of

the sum of the off-diagonals is greater than the diagonal element of each row.
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As an example, consider the following linear system:




5 −2 1

5 −7 1

−2 1 6


x =




−1

0

1


 (C.3)

Setting η = 1, and using the above procedure results in the following sequence of

solutions:

x0 = ( 0.000, 0.000, 0.000)

x1 = (−0.200, 0.000, 0.167)

...

x5 = (−0.291,−0.187, 0.102)

...

x∞ = (−0.300,−0.200, 0.100)

This example converges to twelve significant digits after 40 iterations, largely

independent of x0, the trial solution. The rate of convergence does not scale strongly

with the array size, so the solution is an efficient way of solving large systems of

equations.

A minor modification to the above procedure results in the Gauss-Seidel algorithm,

for which the estimate for each value xk+1
i incorporates the most recent estimate of

the parameters {xk+1
j }j<i instead of the set of values from the previous iteration. This

procedure is less numerically robust, but tends to converge more rapidly than Jacobi

iteration.

The application to Equation 5.5 is clear. The Jacobi method provides a robust

method of solving for the general least squares map, Equation 5.5. Equating Equa-



234

tions 5.5 and Equation C.2 we find the correspondence,

A → C−1
N ≡ (ATN−1A)

x → m̃

b → ATN−1d

Recall that the matrix A, which appears on the right hand side, is the pointing matrix

and should not be confused with the general linear system described in Equation C.2.

The general algorithm we use for calculating the correction to an estimate of the least

squares map, m̃k, is therefore

δm̃k+1 ∝ diag(ATN−1A)−1ATN−1(d− Am̃k) .

In practice, one must simultaneously solve for the noise covariance matrix of the

data, N. This typically results in slightly slower convergence of the algorithm than

for the case of known noise.
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Appendix D

The Boomerang Readout

The Boomerang receiver employs a highly stable AC bias and a single phase digital

switching multiplier. While the digital switching multiplier provides a much larger

dynamic range than an analog multiplier, noise from odd harmonics of the bias is

mixed with the signal. Therefore the signal bandwidth is limited to ∼ 20 Hz prior to

demodulation by a biquad bandpass filter, and extensive low-pass filtering, including

a 4-pole Butterworth, is applied to the demodulated output.

In a typical quasi-total power AC biased readout, the situation is a bit different

from the DC biased situation described in the previous section. AC biased systems

are arranged so that there is a virtual ground at the center of the bolometer. In this

case, the steady state rms bias voltage produces a current through the load resistor,

Vbias = IL

(
RL +

Rb

2
||Zp

)

where Zp ≡ 1
iωCp

. The carrier signal voltage (above virtual ground), V , is then

determined by the current flowing through the parallel impedance of the bolometer

and the parasitic capacitance:

IL = Ib + Ic =
2V

Rb
+
V

Zp
=

V(
Rb

2
||Zp

)
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The transfer function, T ≡ V/Vbias, is then determined by

Vbias = IL ·
(
RL +

Rb

2
||Zp

)

= V

(
RL +

Rb

2
||Zp

)(
2

Rb
+ iωCp

)

= V

(
1 +

2RL

Rb
+ iωRLCp

)
.

If we then define η ≡ (1 + 2RL

Rb
), we have for the transfer function

T =
1

η + iωRLCp

In the following discussion it is convenient to introduce the ratio

ǫ ≡ ωRLCp
η

.

For an applied voltage bias, Vbias, we obtain a signal amplitude of

|V | =
Vbias√

η2 + (ωRLCp)2
=

Vbias

η
√

1 + ǫ2

with phase shift (with respect to the reference signal) given by φ = tan−1 (ǫ), and a

bias current that is less than the equivalent DC circuit, namely

Ibias =
Vbias

Rb η
√

1 + ǫ2
.

The signal, v(t), progresses through the demodulation circuit in the following way:

1. The carrier signal at frequency ωc is phase shifted with respect to the bias

generator by a phase φ, and is partially modulated by the signal of interest of

amplitude α≪ 1 and frequency ωs:

v(t) = cos(ωct+ φ)(1 + α cos(ωst)) (D.1)
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At this point, the power spectrum of the signal contains a component at the

carrier frequency and components at the sum and difference frequencies of am-

plitude α.

2. ṽ(f) is band-pass filtered with spectral width > 2 max(ωs) about ωc to reject

noise at all but the signal bandwidth.

3. The filtered v(t) is multiplied by the Fourier series of a square wave at ωc.

Because the odd harmonics are well above the cutoff of the low-pass filter, we

only consider the effects of the multiplication by the fundamental frequency,

(a) ṽ(ωc) is aliased to zero frequency (DC) and 2ωc

(b) ṽ(ωc + ωs) is aliased back to ωs and 2ωc + ωs

(c) ṽ(ωc − ωs) is aliased to 2ωc − ωs

4. After low-pass filtering well below ωc, the only components that remain are

v(t) =
cosφ

2
+ α cosφ cosωst

5. The final stage of the demodulation circuit contains a single pole 5.6 mHz high-

pass filter that sets the output bandwidth of the electronics from ∼10mHz →
18 Hz. In practice, the time constant of the bolometers further limits the signal

bandwidth to about 5 Hz.

In all generality, the signal at the input of the demodulator is

v(t) = cos(ωct+ φ)(1 + α cos(ωst))

v(t) = cos(ωct) cosφ− sin(ωct) sinφ

+
α

2
cosφ

(
cos(∆+t) + cos(∆−t)

)

− α

2
sinφ

(
sin(∆+t) + sin(∆−t)

)
,

where ∆± = ωc ± ωs. At the modulator, the signal is multiplied by a square wave.

Considering only the fundamental we have, up to a constant factor (the leading term
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in the Fourier series of the square wave),

v(t) =
cosφ

2
(1 + cos(2ωct)) −

sinφ

2
sin(2ωct)

+
α

2
cosφ (cos([2ωc + ωs]t) + cos([2ωc − ωs]t) + 2 cos(ωst))

− α

2
sin φ (sin([2ωc + ωs]t) + sin([2ωc − ωs]t)) .

After low-pass filtering well below ωc, all that remains is the demodulated signal

v(t) = cosφ

(
1

2
+ α cos(ωst)

)
.

In most cases the phase angle, φ, can be eliminated by the introduction of a compen-

sating phase shift between the reference generator and the demodulator. However, if

by some mechanism the phase φ is influenced by the signal α(t) the situation becomes

decidedly more complicated, as we discuss below.

Signal/Reference phase shifts

That the readout is single phase and that there is no allowance for tuning the phase of

the reference in-flight poses a significant limitation to the performance of the receiver.

The reason for this is that the phase shift between the signal and reference depends

strongly on the parasitic capacitance of each channel, and weakly on the in-flight

loading via the bias amplitude and the equilibrium bolometer impedance. A dual

phase analog readout or a purely digital demodulation would greatly simplify the

optimization of the readout at the expense of a twice the analog circuitry or a more

sophisticated analog-to-digital converter, respectively.

For a quasi-total power receiver, one wants to maximize one’s sensitivity to signals

in the optical bandwidth (which for Boomerang is roughly 5 Hz) rather than the DC

component of the demodulated carrier signal. In the presence of parasitic capacitance,

a variation in the bolometer impedance due, say, to a variation in the background

optical load will result in a change in the amplitude and phase of the signal at the
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input to the demodulation circuit.

∂V

∂Rb
=

2 RL

R2
b

Vbias
(η + i ωcRLCp)2

=
2 RL

(Rb η)2

Vbias
(1 + i ǫ)2

Note that this expression reduces to its analog in the previous section as ω ap-

proaches zero. As before, the variation in the signal due to a variation in optical

power is given by the product,

dV

dQ
=

∂V

∂Rb

∂Rb

∂T

∂T

∂Q
.

So, the signal response of an AC biased system will depend on the carrier fre-

quency, ωc, and the frequency of the small signal, ωs, in the following way:

δṼ = −δQ̃RL

R2
b

Vbias
(η + iωcRLCp)2

1

Geff
· Rb

2T

√
∆

T
·
(

1

1 + iωsτ

)
.

Then the signal input to the demodulation circuit is the sum of the ωs independent

component, with phase shift

φc = tan−1 (ǫ)

and (after considerable algebra) that of the small signal component, with phase shift

φs = tan−1

(
−2ǫ+ ωsτ(1 − ǫ2)

1 − ǫ2 − 2ωsτǫ

)

≃ tan−1

(
− 2ǫ

1 − ǫ2

)
.

Therefore, the nature of the signal input to the demodulator is significantly different
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than the idealized case of Equation D.1.

ṽ(f) = Vbias(f)

[
1

η(1 + iǫ)
+

α̃(f)

[(1 − ǫ2) − 2ǫωsτ ] + i [(1 − ǫ2)ωsτ + 2ǫ]

]

≃ Vbias(f)

[
1

η(1 + iǫ)
+

α̃(f)

(1 + i2ǫ)

]
(D.2)

where, in terms of the receiver parameters,

α̃ ≡ −δQ̃ 1

η Geff

RL

R2
0

Rbolo

2T

√
∆

T
.

For Boomerang, ωsτ ≪ ǫ, and ǫ ≃ 0.3, and in Equation D.2 we have only kept

terms of order ǫ. Tuning the reference phase based on the first term alone, as is

common practice, may result in the attenuation of the signal of interest.


