Graphical Models

David Heckerman
Microsoft Research



Graphical models: Graphical representations of
conditional independence

Hel ps withe

A Understanding

A Combining expert knowledge and data
A Making inference faster

A Learning cause and effect



Overview

A Basic concepts (probability and conditional
Independence)

A Dependency networks A undirected graphs
ADIi rected acyclic graphs (7

A Learning cause and effect from observational
data

I Application: HIV vaccine design



Probability

p(X=x]Y=y) has at |least two meanings:

A Bayesian: The belief of an individual that
variable X takes on value x, given that Y=y

A Frequentist: The long run fraction that X=x
when Y=y

Doesnot matter f or t hhi s t al



Conditional independence

Equivalent statements for variables X, Y, and Z:
A Y and Z are conditionally independent given X
AYMNZ|X

A p(ylx,z) = p(ylx)
A Xis just as good a predictor of Y as X and Z

A p(z|x,y) = p(z|x)
A Xis just as good a predictor of Zas Xand Y



Conditional independence

buy age sex month born

old male jan
old female mar % ma'/\\female
young male nov ~

' p(buy)=0.8
young female july youn old
young female august

S < p(buy)=0.2 p(buy)=0.7

D5 5 o< <

p(buy | sex, age, month born) = p(buy | sex, age)
buy ~ month born | sex, age



ldentifying conditional independence

A From personal belief (Bayesian)

A From data (Bayesian or frequentist)
i Cross validation (example later)

I Bayesian methods

i Penalized likelihood

i Others?



Overview

A Basic concepts (probability and conditional
Independence)

A Dependency networks A undirected graphs
ADIi rected acycli c graphs (7

A Learning cause and effect from observational
data

I Application: HIV vaccine design



Application: Data exploration

A Suppose you have thousands of variables
and youore not sure about
among those variables

A Build a classification/regression model for
each variable, using the rest of the variables
as inputs



